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ABSTRACT

Models are presented which can be used to predict the
total height of trees on growth and inventory plots. These
estimators require only the computation of averaze DI and
average total nheight of a sample of trees selected from the
upper one fifth of the stand (plot) diameter distribution.
This stand compeonent is also used to sstimate site index so0
tnne procedhre is efficient: With small samples, these equa-
tions were found fo be very acurate in local volume table
constructicon.
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I. INTROCUCTION

Height-diameter curves have long been wused 1in forest
growth and inventory analysis as a means of predicting miss-
ing total height data. As g general method, a subsample cof
trees in a stand or plot are selected for height measurement
in addition to DBH. Trees are segregated by species and a
species-dependent curve 1is prepared by graphical techniques
or coefficients in a height-DEH model which are estimated by
regression techniques.

In practice, graphical techniques are time-consuming
and are not used much. Regressicn techniques are less
time-consuming particularly when desk top or batch process-
ing computers are available. Experience has shown however
that small samples (less than 16 trees/plot) often result in
ill-conditioned regression estimators which give poor pred-
ictions of height particularly in the tails of the diameter
distribution. As most of the stand veolume is in the upper
tail of the diameter distribution, this situation can have a
significant impact on volume estimates.

Some simple and consistent method of estimating heights
is also needed for use with growth prediction models. In
situations where little more is known other than site index
and age, some means of generating an entire height distribu-
ticon is alsc needed.

This research note describes the development of two
general height diameter models which provide satisfactory
solutions to these criticisms and needs. The models are
simple to use and require only the computation of two simple
averages to be accessed.

II. MCDEL DEVELCPMENT

Curtis (1967) suggested that the height-diameter model

H = expla + 5/D°] (1)
where

H = total height

D = DBH

exp (x) = 2.7185 raised to the power of x

a, b, ¢ = model parameters

would be a generally satisfactory model to wuse in height

crediction on inventory and growth plots. Experimentation
has shown that the parameter ¢ varies with dominant height
or age. Curtis (1967) has reported a similar observation.

If one point is known on the curve represented by
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equation I with ccordinates say Hm and Dm, then the equation
will reduce to

- ~C _ ne
H = (Hm)exp[b(D D m)] (1)

In this form, predicted height will equal Hm when D
equals Dm.

Choice 95 Em and g

As eguaticn II is conditioned to go through the point
fH ,D 1 it would seem logical to define these variables in
terms of dominant trees as this would center the height
predicticns 1in the stand component where most cf the volume
is. Secondly, as site trees are measured for total height
anyway, defining H_ and Dm as average height and diameter of
trees suitable foq/site index estimaticn 1iIs both efficient
and satisfactory.

III. DATA

Trees from single measurements on 284 permanent growth
plots 1in young growth stands were used as observations for
subsequent analysis. ©On plots with multiple measurement
sets, only one set was used. These plots were located on
apparently evenaged stands. About 30% had been thinned. On
eacn plot, the following procedure was used for each of the
following species groups; Redwood, Douglas fir, and other
whitewocods. For eacn grcup, if four or more trees suitable
as site trees were measured for height, H_ and Dm were qom-
puted. Otherwise the plot was not used for the particular
species. Three to five tLrees of the same species with meas-
ured heights were then randoemly chosen as observations for
model fitting.

This procedure produced three species-dependent data
sets. Initial analysis of covariance indicated that Douglas
fir and other whitewoods could be combined 1into one set
(called CLCouglas-fir). Differences between redwcod data and
this combined set were significant s¢ separate models were
develcoped for each,

Restricted stand conditions

Another 1initial analysis of covariance was made to see
1f there were any differences between height diameter rela-
tionships in cutover and uncut stands. The basic result of
this aralysis 1is the models described in the next section
are not applicable to stands that have been Tseverely

/
rcr boetn redwood and Douglas fir, suitable site

trees consist of the 20 percent largest trees by DPH
fer each species.
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thinned from asbove®™. In other words, if partial harvesting
has removed most of the dominant and codominant trees, these
models will not give reliable results. There were nc signi-
ficant differences between uncut stands and stands that had
been moderately thinned from below or were thinned for crop
tree spacing. Thirty eight plots were from stands which had
much of the main canopy removed and the corresponding sample
trees were deleted from subsequent analysis.

Iv., ANALYSIS

Several variations of equation Il were initislly pos-
tulated, each having the parameters "b" and "c¢" being
represented by different functions of H_ and or D_. Tests
performance (see section VIII) and sta@istical inference
led to the following model:

MCDEL I - Exponential Form

‘ CO+C1Hm c0+c1Hm
H = (hm)exp[b(D -2, )]

Coefficient estimates and summary statistics for redwood and

Douglas fir meodels are shown in Table 1. Forcing the model

to go through the point (H ,Dm) introduces a possible bias

that 1is similar to the one encountered by averaging age and

height in estimating site index rather than averaging indi-

vidual site index estimates. A test for bias was made by
adding a multiplicative parameter (ao) to the model. This
produced an estimate of a,=1.002, standard error = .015%

which was considered insignificant. Hence, the model was
left 53 is.

Vv, ALTERNATIVE MCDEL

An zglternative model with different properties was also
developed to provide an additional means of comparison.
This model has the form

Model II - Logistic Form

H = aOHm/(1. + exp[a1 + a2(D/Dm) + a3(DHm/Dm)])

Plotting H/I—Irn against D/D_ indicated that this form would be
appropriate.” Values of 'the coefficients and a statistical
summary are shown in Table 2.

Model II has the property that predictions are always
positive and will never exceed a proportion (ao) of Hm‘

2/ Coelficients were estimated by nonlinear least
squares. Tests of inference were tased on likelihood
ratio tests proposed by Gallant (1975).
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Table

- Exponential Model

Model 1

Coefficients and Statistical Summary for Redwood and Douglas-Fir
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*Table

- Logistic Model

Model I1I

Ceocefficients And Statistical Summary For Redwood And Douglas-Fir
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VI. MODEL COMPARISONS

Both models give wvirtually the same predictions of
total height given DBH for various combinations of H_  and
D . Differences occur mainly in the tails of the diafMeter
distribution. Model Il gives almost constant predictions of
height for trees with DBH around D_ and larger. This is in
comformance with the observation that heights of dominant
trees in even-aged stands are fairly constant and indepen-
dent of DBH. Model 1 gives increasing predicticons of height
for increases in DBH. Thus, in some exceptional instances
where the wvariliation of dominant tree DBH is large, Model I
may overestimate heights for a few trees.

In contast, Model I produces height estimates for small
trees (1.0 inches DBH) that are reasonable regardless of H
and D_. As H_ and D_ increase, Model II produces estimatel
of height for'a 1.0 inch tree which become so large they are
sometimes illogical. Attempts to constrain Model II to pro-
duce a prediction of 4.5 feet for & tree of zero inches DEH
indicated a more complex model would be necessary to correct
for distortions in height prediction for larger ftrees.

Ags the faults of these models occur in rather rare

situations, there 1s little evidence to recommend one over
the cther. Both appear to be satisfactory for general use.

VII. SAMPLING SIMULATIONS

How these models compare with alternative mefthods
available will depend on the form of the local plot height-
diameter equation chosen, the sampling rule, znd the propor-
tion of trees subsampled for height. Curtis (1967) reported
on 13 local models, all of which were apparently satisfac-
tory. Hence, one model

H =a+ bt lcg D
was chosen as a local model for subseguent analysis.

Fifty-four plots with all trees measured for height and
diameter were available for empirical comparisons. These
plots were not used in model development, and were comprised
mostly of conifers. About one-third of the plots had been
moderately thinned. There were a sufficient number of plots
so the Douglas fir test cases could be divided into two age
classes; less than 20 years breast height age and over 20.

Seven possible sampling schemes were postulated for
comparitive purposes. Sampling simulations were done for
each species group separately. Plots were selected if there
were 15 trees or mere of a given specles group present.
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1) Model I and II -- If the largest 20% of stems consisted,
of three to eigﬁf trees, all of them were used to compute H
and D_. Otherwise, a random sample of eight trees from the
largest 20% were selected.

2) All -- the local model was fit to all trees of a given
species group on the plot

3) 15% S -- Trees were sorted by DBH and approximately 15%
were systematically selected for local model fit (at least 4
were selected).

4) 35% S -~ Same as 3 only 35% of the trees were selected.

5) 15% R -- Random sample of 15% of the trees {(at least four
trees were selected).

6) 35% R -- Random sample of 35% of the trees,

For each plot, each sampling scheme was used to derive
predictions of total height for each tree, schemes 2-6 being
based on fitting the sample to the local model. As compari-
tive statistics, root mean square deviations (RMSD) were
computed for each scheme on each plot. Average RMSD for
each scheme 1s shown in Table 3., Assuming that sampling
scheme 2 (Al11) is the best we.can do, all schemes performed
roughly the same. There was some indication, however, not
evident in summary statistics, that samples of size H4-712
trees per plot are not large encugh to get consistent local
height diameter models especially in random samples. On two
plot, slope coefficients were negative. On three plots,
some trees had negative predicted heights. Small samples do
not effect predictions based on Models I and II nearly as
much.

& parallel fest was made to see how well predicted
heights compare with measured heights relative to a standard
height diameter cubic volume equation. For all seven sam-
pling schemes, the ratic between plot species volumes based
on predicted heights versus actual heights were computed.
The average ratios, standard deviations and ranges are shown
in Table 4. Models I and II perform very well. The impact
of small samples (15% sampling proportions) are much more
evident in this comparison, particularly in redwood. Both
models I and II performed <consistently well presumably
because of the conditioning in the upper tail of the diame-
ter distribution where mest of volume is located.
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Table
Average Root Mean Square Deviations For Seven Sampling Schemes
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Table 4 (continued)

Redwood - 22 plots 25 years and older
| mm——————- [=====-- jmmm———————- | =~ (—===== i
{ Model I i 99 E 017 E .95 E 1.02 E
| Wodel IT | .99 i .09 | .95 { 1.02 !
AL 100 i .007 | .99 1 1.02 |
151s [ 1.00 | .oug | .92 | 1.07 |
| 3s%s 11.00 | 033 | .95 1.06 |
sz R fo.98 1 .03 71 donew |
358 R .99 {  .037 | .92 1.07 |
. i

VIII. APPLICATICNS

oth model I and I1 provide a fairly simple and accu~
rate basis for estimating missing heights and subsequent
volume estimation on inventory and growth plots. Model I
especially can be reduced to a fairly simple form for making
a local volume table based on tree diameter alone (see
Appendix I.}) 1In situations where no tree heights are avail-
able and site index and average breast high age of dominants
are known, Hm can be reasonably predicted by site curves.
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Appendix I

Suggested Procedure for Local Volume Table Construction

I. Assume a volume equation of the form

a8 a
V = a.l 1H e

0

is to bhe used.

II. Estimate H_ and Dm by species from a sample (plot by
plot preferably or 1In an entire stand 1f it is relatively
evenaged and homogenous).

III. Look up in table I to get the coefficients b, cy and
C, for the model

cn+C . H e +C4H

Ho= (H ) exp(o(p O 1™ op 0Ty,

IV. Compute the diameter exponent t

£ = CO + chm

V. Compute the access constant g
a2 £
q = (ao)(Hm ) exp(—(b)(a2)Dm )

VI. Compute the product s

5 = 82 b
VII., The local volume equation is
a
v¥ - g D | exp(sd®]
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