VT CO-OP REDWOOD YIELD RESEARCH PROJECT

riiient of I ore

vtry and Conservation

Bruce Krumland

Assistant Specialist

Regearch Note No. 15 January 1981

A& TREE INCREMENT MODEL SYSTEM
FOR NORTH COASTAL CALIFORNIA

DESIGN AND IMPLEMENTATION

by

Bruce Krumland and Lee C. Wensel

Abstract

Model form and estimated coefficients are presented for predicting five
year diemeter, height, and crown base increment for some major species
groups found in the ©North Coast Region of California. Secondary
"modifier” models are also documented. In addition, crown base
estimators are presented for use in sityationa where this tree
characteristic was not measured.

Coupled with models pfesented in previous research notes, the
models and procedures described here constitute a complete equation
system for a distance-independent tree-based growth and yield model.
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I. INTRODUCTICH

This research note provides & description and derivation of +the
current statei‘ of a model system for predicting individual tree height,
basal area, a&nd crown sigze increment of young growth redwood and Douglas
fir in the North Ccast region of Celifornia. In addition, crown size
estimators &re elso described for use in situstions where crown
measurements are unavsilsable.

These models constitute a major portion of the ©primary asystem of
equatiops used to drive CRYPTOS type computer progrems (see Res. Note
No. 14)2. 1In the current vernacular of forest growth modelling, this
system can bYe classified as a distance in ependent tree growth model.
Individual trees are the basic wunit of forest growth enalysis and
gpatial distributions of trees are not explicitly recognized. Cther
models needed to complete this system are mortality predictors (Res.
Note No. 6), site index equations (Res. Note No. 5), =&nd tree volume
equations (Res. Note No. 9).

This system has been designed to be independent of tree or stand
ages and can be used to model the growth of even or umeven-aged stands.

Figure 1. provides a conceptual schematic of how the models
presented in this report are linked within the CRYPTOS program.

These models repregent a fourth generation attempt &t developing
this type of a system. These models have been extensively tested snd
are considered to give reasonable growth predictions, at least for stand
types from which the basic data was drawn. After scme experience has
been gained with these models in operational situstions, they may be
revised by potentisl users to reflect 'local’' or alternative conditions.

IT. SPECIES GROUPS

At an early stage in this study, eight species groups were
recognized for modelling purposes. The choice of species groupings is
essentially & compromise between a) relative abundance and commercial
importance of individual species; b) the availability of dsta for
modelling purposes; and ¢) relative similarities snd differences in
terms of growth characteristics. Theae species groups are listed as
follows:

t) young growth redwood
2) young growth Douglas fir

1. As with any modelling effort of this type, the model system is
under a state of constent chenge and modification in light of new
and better data, experience gained through use of the system, and
subsequent evolution in the system design.

2. Research Notes gre listed by number in the Literature Cited.
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3) other young growth conifers (mostly grand fir but includes Sitka
Spruce and Western Hemlock

Tan oak

Ked alder

other hardwoods {mostly madrone)

old growth Redwood

other old growth conifers {mostly Douglas fir)
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Baged on & cconsensus of the Redwood Coop advisory panel, s somewhat
arbitrary decison was made relative to growth in old growth species
groups: old growth conifers are presummed not to grew, die, or in any
way change dimensions within single five year growth periods. This
decision was based on several factors:

1) There is a paucity of growth date for old growth species.

2) The growth on these trees is slow relative to young growth and it
was felt that developmental efforts should be concentrated at this
gtage on young growth.

%) Most cooperstors have indiceted that most of their old growth
reserves will oprobably be liquidated in the next twenty years so
the "zero growth” assumption will not have much of an impact.

Hence, 0ld growth species are considered part of the standing
inventery and contribute to competition of young growth species but have
zero growth and mortality

At this time, we have devoted most of our effort to the development
of increment equations for young growth redwood and Douglas fir. Some
empirical evidence suggests that the growth of other conifers in the
region, especially grand fir (Abies grandis), is very similar to Douglas
fir in growth habits. <Coupled with the general lack of growth dsta for
the wminor conifers, our provisonal plans are to asgume that they grow
like Douglas fir.

Hardwood species however are noticadbly different. Crown size
estimators have been developed for tanoak (Lithocarpus densiflora) and
are deacribed later in this report. Growth models for tanoak however
are still being developed. The current lack of adequate datas for alder
(Alnus rubra) has necessitated abandoning direct development of growth
models for this apecies. ¥We may eventually develop some =ad hoc
estimators later for the saske of completeness. The “other hardwood"
species group will eventually be trested as tanoak in terms of growth
and yield.

ITI. DATA SQURCES

The data used to derive the model coefficients presented in this
report has been drawn from an extensive record collection of permanent
and temporary growth plots located in Mendocino, Humboldt, and Del Norte
counties. All of these plots were within the redwood-Douglas fir forest
type and esituated in stands of predominantly young-growth timber.
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Approximetely 15% of the sample plots had one or more residual old-
growth tree. About 70% of the plots were from the coastal zone that is
subject to fog influence and the remainder from the somewhat drier
interior. Plots that were in the transition zone to the mixed conifer
forest type were excluded from analysis. With the exception of Jackson
State Forest in Mendocino County, all plots were located on private
forest land.

Plots were all fixed area plots ranging in size from one tenth to
one half acre. For approximately two thirds of the plots, subplots were
included for the measurement of smaller trees (less than 11.0 inches
DRH).

Altogether, 512 plots were considered to be usable in one form or
another for model development. Approximately 25% of the available plots
had been partially harvested prier to meessurement. These plots were
screened from & much larger set with rejections predominantly based on
the following items:

a) Data collection procedures were too extensive to give adequate
measurementa on individual trees.

b) Collection procedures on individual plots were incompatible
hetween measurements.

¢) Plots were not located in stand conditions  generally
representative of the coastal forest type or otherwise were felt
to be of limited anslyticsl wuse (highways or landings were
located within plet boundaries; plots had been purposely located
in unusually exceptional stand locations; plots were located in
awampz, between c¢over ti{ype boundaries, or in situations where
the trestment history was not uniform throughout the plot; plots
were located 1in stands with exceptional amounts of wind throw,
animsl or logging damage, landslides had occurred within the
plots, or in generel, the plot was not representative of a stand
condition foresters would consider menaging (pygmy forest 1land
for example)).

d) Minimum DBH's recorded on the plots were not considered to be
low enough to adeguately represent the within plot stocking.

In general, not all plots were used equally in developing the
models presented in 1lhis report because of missing measurements or
otherwise did not provide the necesssry measurements for analysis, Tne
general procedure followed in selecting trees from plots for modelling
was as follows:

a) Flag trees of & given species on plots that had all of the
measurements required for the model in question

b) Before further consideration, & check was made to insure the
flagged subset ©provided & representative cross section of the
species on the plot
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¢} Randomly draw a representative sample by species from this
subset for further analysis.

& further description of data adjustments and sample selection is
detailed in Appendix I.

Iv. RATIONALE AND ARCHITECTURE OF THE MODEL SYSTEM

A. Dsta Requirements

The increment eguations described in this report have been derived
from growth plot dsta and consequently, their primary purpose is in
modelling the increment of individual trees on plets or 1in some
situstions, & "modified" stand table derived from several plots in &
particular stand. Application limitations and plot end tree information
which is required to provide input for these models is described in
Research Note No. 14. Briefly, this information is comprised of the
following items:

1. Plot Information

Fifty year (breast high) site indices for the following species
groups: redwood, Douglas fir, alder, and tanoak. Adeguate functioning
of the CRYPTCS programs requires z2ll four site indices even though a
particular species may not be present. Utilizing site conversion
equations found in Appendix II of Research Note Neo. 11, the minimal
amount of site information required to insure proper functioning of the
models is either redwood or Douglas fir site index {see Research HNote

No. 5).

2. Tree Information

The tree information needed for model input consists of the
following items for each measured tree:

1) Species code

2) DBH %o nearest tenth of an inch
3) Total height to nearest foot

4) Live crown ratio

5) Tree weight on s per acre basis

Foresters are generelly familiar with procedures utilized to
convert plot tree measurements inte total plet volumes or volumes by log
sizes. The purpose of the increment equations and associated computer
models is to provide some estimate of & tree by tree plot inventory
record if the plot had been remessured at some time in the future.
Differences between successive plot inventory estimetes provides an
estimate of net plot growth.
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The increment equations described in this report are for s time
span of five wyears. Predictions for multiples of five years are
accomplished by a recursive process of repeated application of the
increment models.

B. Model System Architecture

The tree growth model system is composed of four main increment
expressions for each species. These equations are used to estimate
changes in tree DBH, totsl height, crown ratio, and vper acre weights.
Mortality enters the system by changing the per acre weights associated
with each tree. As implicit expressions, these equations can be
represented as:

CDSS53 k) = fglxdyjer, BdliMa; 5!
HGSijp1 = frixhyjer OmcdiMng gl

CBGS: jx1 = felxesjyy. Ocy)

PDijk1 = fplXPijK1s OR)

¥here

i 3k) indices denoting the j'P tree on the i'™M plot of the xth
species during the 1% five year growth operiocd.
Subsequent indexing of expressions is deleted for the
agke of conciseness.

CDSH Five year change in tree DBH squared, ocutside bark, in
square inches.

HGS Five year change in total height in feet.

CBGS Five year change in height to the base of the live crown
in feet'.

PD Probability eof the tree will die during the next year2'

1. In field determination of crown lengths, trees with asymmetri-
cal crowns or "holes” in the foliasge were visually reapportioned
up the stem to get an approximation of an average complete crown
length

2. Tree mortality models were described in Research Note No.6.
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fd-fh'fcvfp Denote corresponding impliecit functions and will
subsequently be referred to as structural components.

xd,xh,x¢,xp Denote wvectors of explanatory variables uged in
estimating the appropriate increment variable.

€d,6h,6¢,0p Denote species specific vectors of structural parameters
that are estimsted from the data and determine the level
of the increment estimate.

Md ,¥Mh Denote equation modifiers that are used to alter the
predictions. An explanation of these equation modifiers
will be given shortly.

L. Estimates of the Future Tree List

Given the set of models previously described, each free represented
in the tree 1list has 1its characteristics wupdated by the following
conventions to get an estimate of what it would 1look like 1if it wss
remeasured five years later.

Future tree DBH. If Dy is the current tree DBH, an estimate of its
DBH five years later (D) is given by

2 2

1
Do, = {D;° + CDSS5) /

Future total height. If HTy is the current total height, height
five years later (HTQ) is estimated as

HT2 = HT1 + HGHS

Future crown ratios. If CRy is the current crown ratio, the crown
ratio after five years (CR2) is estimated by

CRp = [(CRI(HT{) - CBGS + HG5}/HT,

Future per acre weights. If the current per acre weight is Wy, the
weight five years laeter is estimated s&s

Wo = Wolt. - 5.(PD)]}

D. Development of Structural Components

In developing the structural components of our increment eguations,
perticularly for diameter and height increment, we have taken the point
of view that the system of models being developed represents the
interactions of trees with their environment (mainly other trees). By
design and intended use of this system, we implicitly attach a causal
interpretation to the models: a chenge in & tree's environment or
characteristics through a simulated harvest or the normal course of tree
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and stand development couses some form of tree growth response.
Consequently, we have designed these components fo be biologicsally
interpreteble and have relied meinly on ¢rown size and crown ratios as
dominant explanatory variables as these characteristics are assaociated
with photosynthete producing capabilities of trees. Secondly, the major
uge of this system of models is for stand conditiong which currently do
not exist (e.g. stands that might like to have but are currently
unavailable, or predictions far into the future for currently existing
-stands). Plausible predictions in these situations requires explicit
congsideration ¢f underlying biclogical processes.

The structural components of these increment models can be thought
of as having two parts: a) a tree potential and b) a reduction for
competition- Functionally, the tree potential represents the maximum
growth & tree could obtain given its current characteristics in an open
grown environment. As the proximity of other trees induces some form of
growth reduction, the competition component scales the potential growth
in a multiplicative fashion from relative weight of '1' in open grown
conditions towards '0' as the tree begins to become overtopped in dense
stand conditicns. Our approach to tree competition is described in the
next section.

Development of the structural models (and the modifier egquations as
well) essentially began with several explanatory variables and & general
idea of the direction and magnitude of their effects on tree growth. The
avalilability of derivative free non-linear estimation packages however
provides the somewhat dubicus capability of constructing en almost
unlimited number of explicit model forms. To make the task manageable,
a preliminary data sorter was delveloped to aid in model construction.
As input, this program accepts a series of ranges for esch potential
independent variable. For each possible combination of range classes,
the program performs an intersection on the data and computes the
average value of the appropriate growth variable. The net effect of
this procedure is to essentizlly hold sll other variables constant and
provide some indication of the effects of one variable on growth. The
program was 8ls0 used to examine interactions among independent
variables. This screening process provided &an initial Ybssis for
developing explicit model forms.

E. Modifier Development

Equation modifiers are used to incorporate two different +types of
"random” factors into the model system. The first is considered the
"calibration” factor. It is quite wunlikely thst the model system

1. All non-lineasr parameter estimstion in this report was accom-
plished with the IMSL subroutine ZXS5Q. This subroutine was imbed-
ded in a larger overlay routine prepared by the authors which was
used to summerize the estimation results and develop statistics
comparable to the output of standard linear regression packages. A
similar overlay routine utilizing the IMSL subroutine RLSTEP and

related softwere was developed for linear least squares parameter
estimation.
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presented here will exactly portray the growth of any tree or group of
trees. Hence, when evidence 1is available to suggest that the system
predicts low or high, this information can be used to adjust the system
end produce more precise predictions. The methodology for accomplishing
this is described later.

A second type of "random™ factor is incorporated to model
unexplained variaetion in tree response. It would be somewhat heroic to
expect a8 simple system of equations to be capable of totelly explaining
the development o¢f all ftrees in a complex bilogical system such as &
forest stand over periods spanning several decades. There will be some
variation that cannot be accounted for. For example, the structursl
components of the increment equation for change in tree DBH squared
accounts for avpproximately half of the total variation in the datsa.
Hence, the unexplasined portion is a substantisgl factor. ¥We have found
that for proper functioning of the system of models, the unexplained
components of wvariation need to be explicitly recognized and
incorporated. The reasoning for this may be clarified with the
following exsmple.

Consider a plot made up of saplings where all the trees are
identicel in terms of the characteristic> incorporated in the models.
Applying the increment equations to these trees would result in
identical predictions. Efter a fifty yesr projection, all the trees
would have the same predicted characteristics. However, we know this
doesn't happen in practice. Trees differentiate into different crown
classes presumably because some trees grow slower or faster than others
due to items not specifically incorporated in the models (within-plot
microsite differences, genetic  variability, etc.). Competition
subsequently acts to accelerate this differentiation.

The fundamental problem is that plot volumes are mnoticeably
different if we apply a tree volume eguation to the "mean tree"” versus
summing the volune estimates made on individusl trees and then taking an
average.

To circumvent this problem in forecasting, we adopt the following
procedure, a variant of which was suggested by Stage (1974).

a) ks part of the initislization phase in projecting plot growth
with +this model system, each tree record in the plot inventory
is tripled and the tree weights are reapportioned so the current
standing plot inventory is virtually unchanged.

b) Each of these records is then assigned percentage deviations so
some of the +trees are growing slower and others are growing
faster than the predictions. These percent deviations are the
equation modifiers for each tree and are 'permanent’ for all
subsequent growth projections.

By this procedure, we attempt to mimic the varietion that is
actuslly inherent in forest growth processes and obtain more realistic
projectionas. Procedures and models for modifier assingment are given in
section X.



F. Error Components

In fitting these increment equations +to data, some explicit
assumptions about the form of the error components in the medel are
necessary to develop appropriate estimation technigues, judge the
adequacy of any medel fit, and to suggest appropriste forms for
eguation modifiers.

Por either total height or DBH increment { which we may in genera)l
refer to as Ii'kl)’ fitting the structural portions of the models to
data produces residuals with variances being approximately proportionsal
to the square of predictions.

This would suggest models of the following form would be
appropriate.

Ilel = f{x, gk}{‘l + ulell

with the s k1 term representing & proportional error rather than the
"usual" additive assumption.

For analytical purposes in parameter estimation, weighting Dboth
sides of these equations with weights being approximately the inverse of
of predictions can produce & transformed model with additive error
terms.

i = 1 bxe ekd + vy

In judging the adequacy of any fitted model, there is a tendency to
associate high “R°" statistics and low overall root mean square
residuals with supposedly “good” models. We have taken the view however
that the random error term can be decomposed into several factors, some
of which are important to the analysis and some of which can be
considered noise. Table t provides a description of possible main
components inte which the error term in these mocdels might be
decomposed. The point we wish to make is that it is desirable for these
models to account for as much variation as possible in describing growth
differences between plots and between trees within plots. Variation due
to random vperiodic effects or measurement error might comprise
substantial proportions of +the residuval veriation. However, there is
little that can be done to explain these sources of variation. Even if
we could, this would contribute little to the explanatory power of the
structural component models.

The following form was used as a model for the error term:
Ujjkl T fik * Pijk TTijkl * 8ijkl
with the definitions for these terms given in Table 1. Further details

and rationale can be found in Appendix II.

In estimeting the structural parameter vectors in the increment
models, unbiased estimates wususlly require some minimal assumptions
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Table 1. Possible Sources of Random Varistion In

Source (symbol)

Plots(aik)

Trees(bijk)

Periods(plk)

Replications(rijkl)

Measurement s{g; jx1)

Tree Increment Equations - main effects

Descrigtion

Mean growth on individual plots over extended time
periods may depart from the regionsl neorm. This
may be due to the inadequacy of site index as a
measure of productive cepacity, site misclassifica-
tion, or overall inadequacies of the model system.

Relative to ajy, individual trees may consistently
grow slower or faster than other trees. This may
be due to genetic differences, soil related micro-
gsite differences, or within plot density differ-
ences not completely explained by model competiton
indices. This 1later component may be altered by
harvest operations which in itself can be con-
sidered a random compeonent. Data limitations how-
ever have precluded specific consideration of +this
factor. :

Specific calendar periods may be associated with
climatic differences significant enough to influ-
ence tree growth. Other periodic factors may be
biological such as widespread occurences of seed
production years when photosynthates are diverted
to cone production at the expense of stem develop-
ment .

If periods are not significant soures of variation,
then rtepeated observations on individual trees can
be considered replicstions and short term fluctusa-
tions in tree growth can be considered replication
error.

Unfortunately, the growth observations as well as
some of the explanatory variables used in modelling
were not recorded without error. It has Dbecome
evident in the analyticel phase that this source of
variation is a major component ¢of residusl wvaris-
tion and needs to be explicitly recognized.
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about the expected values of each random component in the error term.
Usually, these assumptions sre that each term has an expected value of
zero and that the errors are uncorrelated with the explanatory
variables. In totally controlled experiments, randomization in sample
selection and assigmnment of experimental units to trestments is done to
insure +the reasonableness of these assumptions. However, in the
situstion we are dealing with, the majority of the data aveilable for
modelling can be c¢lessified as cross-sectional: the observations consist
of single growth measurements on several trees. From this data base,
the task 1is to construct a model capable of estimating a time series:
several growth estimates on single trees. In this modelling situation,
is practically impossible to randomly select a sample that is unbiased
in terms of the assumptions we would like to heve concerning the errors
in the models. This cauvses some problems in parameter estimation that
are attributable to both (2) stand development characteristics and (b)
sample selection.

(2) Stand Development

In developing the form of an increment model, it is difficult to
hypothesise some  growth relationship that is devoid of size
characteristics of trees { total height, crown length). When we select
sample trees, these characteristics are given (e.g., we cannot assign
the tree an arbitrary height or environment and obhserve its growth
response.) If we are willing to make the assumption that some trees are
inherently "better” or "poorer" than others in terms of factors not
inceorporated in ocur model such as genetic or microsite variablity
(analytically, the combined variance of the a;, and by, terms is
nonzero), then this “lack of randomness” will tend %o make our
assumptions sbout the expected value of the error components invalid.
Intuitively, we know thst 1in the course of timber stand development,
there is a gradual decreasd in the number of trees due to mortality.
To the extent that some of the "poorer” growing trees in the stand are
most likely to become suppressed and die the older the stand gets, the
more likely it is that the survivors are the better trees. (Darwin said
something like this). Secondly, even if & “poorer"' +tree were to
survive, it 1is quite wunlikely for it to reach say 200 feet tall in a
time span short enough for it to be classed as a young-growth <free.
Consequently, while we might postulate a model with the expected value
of cur error terms to be zero, it is extremely difficult to find a
sample of forest trees that cen sstisfy this criteria. In itself, this
might not creste unmanageable statistical problems if no tree size
characteristics were wused as explanatory variables. If they are, then
the explanatory veriables will be correlated with the "true" error
terms. It is well known, especially in econometric literature (e.g. sce
Maddala, 1977), that application of ordinary least squsres in situations
such as these produce Dbissed estimates of model parameters. The
estimated parameters will reflect two entirely different growth effects:
1) a "real™ effect that is postulated by the model and 2) a randonm
effect that is due to upward shifts in the mean of the distribution of
errors gs trees as a whole get larger.

As a somewhat simplistic expository example, assume the tree Dbasal
area growth (CDSS) is & linear function of crown length (CL)
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CDSS = by * b(CL

Alsc assume that the crowns of gll trees extend to the ground and we go
out and draw a random sample from existing trees stratified by renges in
crown length. In Figure 3. trees A,B,C come from the short crown length
class, trees D and E from the medium class gnd tree F from the long
length class. The solid lines indicste growth trends in the individual
trees and the hyphenated 1line represents the overall population
trajectory. ¥e are hypothesizing that +the wupward shift in the
population average between the short and medium class is due to say tree
C either not growing fast enough to be represented in the class or
dying. The same may be said about the next group. The dashed line
represents the results of an ordinary least squares {OLS) fit to this
data. It essentially goes through the mean of each group and reflects
the crown length effect plus the shift in the error distribution. The
trajectory represented by the hyphenated line is considered to be the
real effect of crown length on growth.

The impacts of this scenario are a mstter of interpretation. If we
wanted to predict the average growth of trees of a given c¢roewn length in
a population represetative of our semple data, we could use our ordinary
least squares fit to accomplish this. However, if we wanted to use this
model to predict the growth of a specific tree or group of trees over an
extended period of time ,then the OLS model would be eronecus. In light
of what we described earlier about tripling our tréee records s0 that
some trees would grow faster and some would grow sleower, use of the
"real”™ crown effect model would accomplish approximately the same thing
s the OLS model: a greater proportion to the slower growing trees
would die and the relatively faster growing trees would Dbecome those
with longer <c¢rowns. The major differences occur when we begin to
overlay harvest prescriptions on our model system. Use of the "real”
model system tends to prevent over predictions of response when we do
something radical like cut down 8211 of the dominant and codominant
poertions of the stand and leave only intermediste and suppressed trees.

{b) Sample Selection

The problem previcusly described, which we think might be general
in terms of growth analysis, is compounded in our specific case. The
vast maejority of date aveilable for our modelling purposes has Teen
drawn from historical records of existing permanent plots. Most of
these plots are from stands 20 yesrs of age or older with most of the
detail in measurements being taken on sawtimber sized timber.
Conzequently, our sample is deficient in small trees and most of them
tend to be intermediate or suppressed trees in stands composed of larger
timber.

Remedies to both of the problems previously described have required
estimation procedures that are a departure from direct application of
conventional least squares. A complete estimation scenario as well ss
the raticnal and snalysis for the selection of the error models is given
in Appendix II.
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Barlier attempts to construct a model system ignored the problems
previocusly described. The results were somewhat frustrating: frequent
blowups would occur in attempts to simulate thinning response, the
models were 1insensitive to items we felt should be major effects, and
some of the estimeted parameters had the wrong signs. The effects were
often dramatic due tco the exceptionally high growth rates of coastal
stands. Cur attempt to implement the type of model system previocusly
described by seperating the "real" effects from the error components in
paraneter estimation and overlaying a "modifier" scheme where deviations
assigned %0 each tree are permanent for the life of the simulation has
produced a yield prediction system that produces reasonsble results.

V. MEASURES OF COMPETITION

It is generally recognized that individual trees in dense stands
grow less than their counterparts in more open stands. Similarly, in 2
given stand, understory trees tend to grow less than overstory +trees.
Both of these observations allude to the more general phenomena of inter
tree competition. Historically, distaence independent tree modellers
have attempted to conmstruct competition measures based on {8) s measure
of stand density {vessl area, stems per ascre, sums of diameters, etc.)
and (b) & measure of relative sigze (ratio of tree to average stand
diameter, percentile in the diameter distribution, ratio of tree height
to dominant tree height).

Our experience has indicated that it 1is difficlt to develope
consistent and biolegicaly interpretable measures of tree competition
based on the density-relative size approsch. Consequently, a somewhat
different approach was developed for use in this model system.

Canopy cover percent is a familiar concept to foresters
particularly in remote sensing applications. It is frequently expressed
as the proportion of the ground area occcupied by the verticel projection
of tree crowns. This figure represents canopy cover at ground level. In
a more general sense, if allowances are made for crown overlap, it is
quite possible for the cenopy cover percentage to be greater than 100%.
If we begin to take "horizontal slices” through the stand at different
heights, the canopy cover percent will decresse until at the tip of the
tallest tree, it is zerc. If canopy cover percent 1is expressed as a
functon of height above ground, different stand structures will display
different "canopy cover profiles”. Figure 3 shows representative
profiles for even-aged, all-sged, and two storied stands.

Intuitively then, this canopy prcfile provides an index of density
at different heights on a given plot. Tt can be thought of as being
related to average light availability at a given height above the ground
end a&s such, provides some measure of competition. DBefore developing an
exlicit competition measure, & description of the method wused to
quantify the canopy cover profile is in order.

A, Computation of Canopy Cover Profile

The basic information available for modelling the c¢anopy cover



CANOPY COVER PERCENT

/ All Aged Stand

é:/’,///// Even-Aged Stand

f/”/’/f:7

Two Storied
Stand

HEIGHT ABOVE GROUND

Figure 3. Illustrative Cancpy Cover Profiles For Stands of Different Structure
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profile consists of total height and live crown ratio of each tree on a
plot. From these two varisebles, we may easily compute crown length and
height t¢ the crown base.

To use this information to develop & crown canopy profile, we need
to know the crown radius at different points throughout the entire live
crown on each tree. As this type of information is difficult and
expensive to collect, we have chosen to use a model to estimate crown
radii. Casual inspection of forest grown conifers indicates that the
crown profile of individual trees is somewhat parabolic sbove the zcne
where crowns of adjacent trees begin to overlap. Below this point, the
profile is somewhat cylindrical because branch growth is retarded due to
poor light conditicns snd possibly mechanical effects due to branch
interlecking. The lowermost Dbranches may even be shorter than higher
branches.

Kitchell (1975) developed a crown width model for Dougles fir in
the Pacific BNorthwest. Using coefficients he provides, the following
approximation can be obtained:

CW; = 22.503 (In (L3720 + 1)} + 4 (1)
where
L; = Distance in feet from tree tip to & point "i" in the tree
crown
d{ = tree bole diameter in feet at point i
CW; = crown width in feet at point "i"

This expression is only for the portion of the tree crown above the
general =zone of branch contact. Sufficient data were unavailable to
estimete the coefficients in Equation (1) for each of the species groups
we are modelling, however, a spot check with a small amount of data
indicated that BEquation (1) provided s fair approximation for young-
growth conifers in the North Coast although there is considerable
variation between trees. As the basic objective here is to develop =2
consistently applied index rather than an absclute measure, Equation (1)
was used a basis in the following procedure for developing a crown
canopy profile.
a) The "d;” term was assumed to be zero. This introduces & slight

censistent underestimate but as the canopy cover profile is used
as an index, this was mnot considered to be a significant
problem.

b) Equation (1) was applied to all eight species groups.
¢) The equation was applied to the entire crown of each tree with
ne adjustment for possible departures below the point of branch

intact.

d) The canopy cover profile takes the form of a veector with
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consecutive elements representing canopy cover percent at 10
foot inecrements zbove the ground.

e) To provide estimates of this vector, equation (1) was applied to
each tree to estimate crown widths at 10 foot intervals. Each
of these crown widths was used to estimate crown ares by
assuming cross sections were round. Multiplying the aress by
the tree weight divided by 43560 provides an estimate of the
trees contribution to the crown cancpy vector. Below the crown
base, the contribution was assumed to be the same as at the
crown base.

Probably the most deficient aspect of the previous procedure stems
from assuming hardwood crowns are exactly like conifer crowns in
contributing to tree competition. Profile dimensions and light
penetration qualities are noticably different. To test wether this has
a significant effect, a hardwood conopy profile was also computed for
each sample plot used to develop tree increment equations and analyzed
in the modelling process. Results were inconclusive due to the small
number of sample plots that had significant numbers of both conifers and
hardwoods. A more conclusive analysis will have to wait wuntil  Dbetter
data sources become available.

B. Development of a Tree Competition Index

Qur initial thought was to use the estimeted canopy cover percent
at =& point, say, in mid-crown of each tree a3 a measure of competition.
The crown size of & tree is directly related to its growth capabilities
and the degree to which it is shaded would be a measure of how much its
growth would fall short of the potential growth it could attain in an
open grown or full sunlight condition.

However, using mid-crown as a reference point would presume that
for two trees of a given height on an individual plot, the one with the
shorter crown would be assigned & lower competition measure. In
undisturbed stands, trees with reletively long crowns tend to be ones
ad Jacent to holes in the canopy and sre in a relatively lightly stocked
position within the plot. Conversely, trees with shorter crowns tend to
be 1in relatively dense positions. T™is apparent anomoly in the
relationship between crown length end canopy density stems from not
recognizing spatial arresngements of trees. As a2 spmpromise, we have
chosen reference peoints independent of crown length. These points are
at some proportionate amount of totsl tree height. Wnile not being
"perfect,” it at least assigns trees of the same height within a plot
the same competitive index. Explicit forms of the competitive index are
detailed in the following sections.

VI. CROWN BASE MODELS

There are some situations where projections are desired for plot
inventories that are deficient in the tree date required to run this

model. This section describes general models that can be used to



predict missing crown measurements.

A. Uncut Natural Stands

In uncut natural stands, we have found a high correlstion between
¢rown length and density which can be exploited to give reasonable
estimates of crown length. Once stands have heen subjected to
hervesting, this relstionship becomes somewhat ambiguous and a different
stretegy must be used.

In this model, the crown canopy vector is initially estimated by
assuming the crowns on all trees extends to the ground. By linear
interpolation, the height at which the canopy closure is 80% is
estimated. This point was chosen because the 80% canopy closure height
was about the same wether we used actual c¢rown lengths on +trees or
assumed the crowns on all trees extended to the ground. This value was
then used in the following model:

HTCB = CPgpitl-exp(d, + d Ky +dphit /tm) 145

where

HTCE height to the c¢rown bese of the subject tree in feet
CPgo Height to an estimated canopy closure of 80% in feet.
Ht Total height of the subject tree in feet

Hm Average total height in feet of the largest 20% of the trees by
DBH on the plot.

exp{x) 2.71828... raised to a power of 'x

di Species specific coefficients estimeted by non-linear regression
methods

Sample trees were cnly selected from plots where the trees used fo
compute Hm were essentially dominant end codominant trees. Two storied
stands were not used. Coefficient estimstes and & statistical summary
are shown in Table 2. Coefficients were not obtained for alder or old
growth because data were unaveilable. A 1limited amcunt of date was
aveilable for the the “other young growth conifer"” group but the results
were very similar to Dougles fir. Consequently, we suggest all young
growth growth conifers other than redwood be trested as Douglas fir when
using these models.
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Table 2. Coefficients and statistical summary for
crown base model C-1.

dq d; dp ds Sy.x R? sample size
Redwood  -.065 -.0012 -2.66 2.31  14.5 .68 1009
Douglas Fir -.152 -.0196 -1.29 4.07 14.1 . 84 488
Tanoak -.157 -,0046 -2.79 2.72 11.0 .39 108

B. General Crown Base Models

The previous model is for even-aged natural stands. In situations
where the stand structure cannot be reasonably clsssified as even-aged
or in stands where harvesting has occured, the following model has been

found to produce =satisfactory results for trees in poletimber size
classes and larger.

Model C-2

In this model, height to the crown base is estimated as & function
of total height and tree diameter (DBH)

HTCB = Ht{1 - exp( d, + &;DBH + doHt)}

Coefficient estimates for this model are given in Table 3.
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Tabvle 3. Coefficients end statistical summary for
crown base model (-2.

do 4 d; Sy.x RZ sample size

 Redwood  -.856 L0217 -.C045  11.9 .71 1409
Douglas Fir -.63%39 .0275 -.0066 14.3 .8 788
Tanocak -. 957 . 021 -. 0049 7.6 .70 278

VII. DBH INCREMENT MODELS

A. Structural Components

The DBH increment model uses five yesr change in tree DBH squared
(CI85) as the dependent variable and the structural portion has the form

D85 = (potential){competition factor)

1. Potentizl

After some exhaustive testing, relying extensively on preliminary
analysis made with the dsata sorting program as well =25 actual
performance tests, the "potential” portion of this model was specified
to have the form

(dy * 448011 - exp((doHT + d5(CL + HTcs))id4

where
S = site index of the appropriate species
HT = total height in feet
CL = crown length in feet
d; coefficients to be estimated

HTGS = estimated future five year height growth in feet.
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2. Competition Component

After testing innumerable possible functional forms, a logistic
related function of canopy closure at different percentages of tree
height was chosen to represent the effects of competition. This pertion
has the form
dg
t/§1 + expldg + dg(CCgg + d7(CCuq - CCgg)) )}
where

CCgs canopy closure {expresssed as & decimal} at a point equal to
66% of total tree height

CCa4o  canopy closure at 40% of tree height.

d3 coefficients to be estimated.

The logistic function was chosen because it has the property of
yielding almost constant predictions over a wide range of low canopy
closure levels yet still remseins flexible enough fo provide a reasonable
competition response curve throughout the range of canopy closure values

that affect tree growth.

Estimation Summsry

Parameter estimates and some approximeie statistics are given in
Table 4.

DBH increment model coefficients were not obtained by direct
application of least squares so the measures of fit are sapproximations.
A data set not used in the estimation process, which consisted of a
balanced design of multiple growth measurements on trees within plots,
was used to estimete the veriance components of the error term. &
complete description of the data set and estimation procedures are
detailed in Appendix II. These estimates are shown in Table 5. The most
notable item in this table is that the combined varience estimate of the
“replication-measurement” component comprises over hslf of the total
error variance. There was no direct way to segregsete this estimate into
a replication variance and a measurement variance but indirect methods
(see Appendix II) would suggest that the measurement variance is about
75% of the combined estimate.

B. Calibration Factor Development.

In light of the estimation problems outlined earlier estimation
procedures were utilized that attempted to develop & regression surface
that was most proportionatal (parellel in the transformed model) to the
growth trajectories of individusl trees over multiple growth periods.
In design then, the model response surface represents the “average”
trajectory of +trees in our sample. Because of presumed shifts in the
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mean of the distribution of errors, it is 1likely to overpredict for
small trees and underpredict for larger ones as a whole. The purpose of
the calibration factor is to scale the medel to approximate the mesn
response of all trees with chasracteristcs similar to the appropriate
tree in the plot list. In essence then, if we begin to model the growth
of & tree that has managed to survive and become "large”, then the fact
that tree is already large indicates that the tree has superior growth
attributes and probably is growing faster than our model would indicate.
Conversely, the "average” tree in a young stand has less evidence to
suggest it might be a fast growing tree.

The most obvious tree characteristic t0 use as & calibration
variable is the tree's past growth rate. Indeed, this course will be
pursued and reported upon later. However, in situations where there is
no growth data available, current size characteristics offer one avenue
for the development of calibration factors.

Tree DBH was not used at all in the development of the structural
DBH increment model even though linear correlations of this variable
with CD3%5 were slightly less than between CD35 end crown length. Our
reason for excluding DBH from the model was twofold: 1) it is difficult
to come up with a biological interpretation for this relationship and 2)
in the intended use of this system (repeated solution of short term
increment equations), DBH represents a special function of a
“"distridbuted 1lagged” form of the variable we are trying to predict.
This fact would result in an additional form of bias in estimetion on
top of all the other problems previously mentioned.

Rather than use tree DBH as 2 "causal” factor in modelling, we view
it as the cumulative effects of the tree growth process. If we mssume
that two trees of the same height and crown length on a given plot have
the same competitive stress {which is the rather coarse assumption built
into our model), then it would seem logical to assume that the one with
the larger DBH is also growing faster in basal area. However, to extend
the argument to say that the relstive growth differences of two trees of
the same height, and crown length growing in identical environments (the
seme site and competitive index as used in the model), yet situated in
different stands can be indexed by differences in DBH is somwhat
ambiguous. The size differences may be due to historical differences in
stand treatments or development. Practically, this ambiguity is one of
degree and we have attempted to develop calibration models that operate
consistently at the sake of some precision.

In terms of the error model outlined earlier

Uijkl © 8k * Pijk * Tijkl t 8ijki
we would like to develop explicit estimators for the combined plot and
tree effects as g basis for assigning growth modifiers to each tree in
the plot tree list at the start of a growth simulstion. Analytically,
we seek a model of the form

*

*
uijk1 = Catzdisias Odnl * e it Vst Tiga * 8isa
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Table 4. Parameter estimstes and a2 statistical summary
for the DBH increment model.

Redwood Douglas Fir
dq 59.2 28.0
4 1.00 1.9
do . 00077 . 00105
4= -.0129 -.0138
dy 1.25 1.40
ds -4.501 -10. 0t
dg 3.84 10. 06
7 .1 .53
dg .422 27
R? 49 64
Sy x 807 61%
(percent)
Sy.x 24.3 28.5

(square inches)

sample size 1228 723

R2 statistics are based on residuals from the fitted regression
in unweighted form with no adjustements for heteroscedasticity.
Sample standard deviations expressed in square inches were alsec
computed on the same basis. Standard errors expressed as a percent

were computed by expressing each residual as a percent of the predicted
value.

. S R iy e A B B B i e e e e e e B e B R A e e P A A e e e A e = = = =

where
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Table 5. Estimated variance components of the DBH increment
model for a balanced data subset.

Source{ component ) REDYOOD DOUGLAS FIR
Plots(c,2) 14 088
Trees(sz) 189 - 093
Replications plus
Measurements 322 . 251

2 2
(6, 465" )

Redwood estimates were based on 5% plots, 8 trees within plots, and 2
measurements per tree. Douglas fir estimates were based on 24 plots,
6 trees within plots and 2 messurements per tree.

Cq =guxiliary calibration function that serves tc reduce the
combined plot-tree variance

Zdijkl =vector of explanastory calibration variables c¢bserved at
the start of 2 growth simulation.

8dn =vector of modifier parameters

*
and the definition of aj) and b g5 follow from

*

_ *
ik + lek = CdIZd, gdm} t 8 ik + b ljk

In essence, we are assuming that the calibration function does
nothing in accounting for the combined "replication-measurement error”

random effect. One basic problem in estimating the parameter vector ©d,
is that the +true error term, RSO is unobserved. Conseguently,

residuals from the DBH increment model, expressed as percentages
{decimal equivalents) were used instezd.

In the intended use of the entire growth model system, & tree list
from an inventeory plot is the minimal amount of tree information needed
for subsequent growth simulations. However, asdditional information may
be availeble in the form of +total ©basal area growth by species
components or more detailed datea on past growth performance. Which
degree of input data is Tbest” depends on the purpose for which



- 25 -

projections are being made and in many caseé, is 1limited by whai has
been cecllected in the past.

To facilitate different types of calibration data and subsequent
revisions of modifier equations, our approach consists of two
independent equaticns: one for between plot species components (plot
effects) and one for within plot species components (tree effects).

1. Between Plot Calibration Model

In this analysis, one single measurement period for all available
growth plots1 were used to estimate ajy (the percent deviation) for each
plet with at least ten trees of the aporopriate species. The following
model was subsequently developed:

2ik = Pop(HTyy - BTy) + By (sy, - Bp)

where

ajy <= predicted mean percent deviation in CDS5 of all trees on
plot i of species k.

HTj) = mean total height of all trees on plot i of species k in
feet.

HTy, = mean average sample plot height of species k in feet.

S;x “~site index of species k on plot 1.

Sy =mean site index of species k.

ij = regression coefficients to be estimated.

The estimsted coefficients and overall mean heights and site

indices are shown in table 6.

2.Within Plot Calibration Model

Analysis of residuals expressed as percent deviations from the
respective plot means has indicated that variables such ss ratio of tree
diameter or total height to plot means are the most hightly correlated
variables, particularly in even-aged stands. However, these varibles
are somewhat ambiguous &8s explanstory factors in multi-storied and
uneven-aged stands or stands that hsve been harvested. As the models
developed are intended to operste in any type of stand structure and are
independent of age, a model with a lesser degree of precision but more
consistency in stands of variable structure was chosen as & reasonable

t. This same plot set was also used to adjust coefficients in the
base DBH increment models to reflect "average" growth rates of the
entire region. {see Appendix II for details).
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Table 6. Estimated coefficients and mean heights and siie indices
for the bhetween plot calibration model.

po §1 mean height mean gite index
(feet) {feet)
Red wood L0023 -. 0031 &88.5 111.6
Dougles Fir 029 -.0025 101.7 137.9

compromise. This model was fitted to each species component for all
available growth plots in the form:

tijkl = @jkO(HDRijkl B i:['“ﬁ-Rikl) M ﬁik1(CRijk1 - Eﬁikl)
where
£33k = Uyjx - &tk
HDRj 511 = (total) height -4.5)/DBH ratic of the subject tree
HDRy )y = mezn plot (totzl height - 4.5)/DBH ratio of
species k.
CRijkl = live crown ratio of the subject tree
Eﬁikl = mean live crown ratio on the plot of species k.
pijovﬁij1 = plot specific psrameters to be estimated.

Coefficients for this model were estimated for esch of the plots
and species groups used to estimste the between plot calibration
function. For each species group, the estimated coefficients for esch
plot were ‘'“stacked" into a single egquation system and subjiected to
generalized linear least sguares estimation procedures using the
individual plot estimated variance-covariance matrices as weights, to
obtain "sverasge" values for the coefficients.’ These estimates are shown
in Table 7.

1. This procedure, sometimes c¢sll the Zellner method, is described
in Maddala, 1977.
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Table 7. Mean estimated coefficients for the within
pleot calibration model.

RED¥0QOD DOUGLAS FIR
B, -.205 -. 265
3 -. 266 ~1.082

The data set previously described thet was wused to estimate
variance components based soley on the structural portion of the model
was once agein utilized after taking into account both the structural
and calibration components of the model. The estimated variance
reductions are shown in table 8. 'The plot and tree variance components
have Dboth decreased the most noticable reduction being in the trees
within plots variance estimate. As evidence that the meodel formulation
and eanalysis is reascnable, we note that the replication-measurement
error veriance component is virtually uneffected.

Table 8. Estimated variance reductions of the DBH increment
model due to calibration models.

Source(component ) REDWOOD DOUGLAS FIR

percent reduction

Plots(6,°) .07 .09

Trees(6b2) .55 47

Replications plus

Measurements -. 0 .02
2 2

{6y +65 )

Redwood estimates were based on 53 plots, 8 trees within plots, and 2
measurements per tree. Douglass fir estimates were based on 24 plois,
& trees within plots 2nd 2 measurements per tree.
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Calibration Discussion

One problem that we anticipate in practical use of this system is
using the Ybetween plot calibration function for stands that have been
harvested prior to the time wnen plots are measured for subsequent

growth projection. Harvests tend +to 2lter the respective plot means
whenever the harvest prescription is "non-random™: For example a low
thinning tends to favor the Dbigger and "better” lesve trees and a
"diemeter limit cut” tends to leave trees which are ss a whole, “poor".

The wuse of mean height in even-aged stands for a given site and age is
one possible way to provide a more refined alignment. However, age is
not used as a variable in this model system and it is somewhat ambiguous
in multi-storied stands. Preliminsry anslysis indicates thst the
problem is not nearly as severe in stands thst have been moderately
thinned from below or thinmed for spacing as it is in stends that have
been “severely thinned from above”. In stands that have been subjected
to past harvesting, we currently recommend that some actual growth dsta
be used to effect a local calibration. 1In the abgence of this type of
information, defining site index on the basis of the +trees thst are
standing is a currently recommended ad hoc remedy.

VIII. TOTAL HEIGHT INCREMENT MODELS

Most historical reseasrch in height growth hes centered =around the
development of site 1index curves. It is generally recognized that
height growth, particularly of dominant and codominant +trees is much
less sensitive to changes in compstition and crown size than is diameter
growth. Hence, the primary determinant in estimating future height
growth is based on cumulstive past height growth of a group of "site
trees” in a given location and is called "site index". The site index
models wused in this study were developed for redwood in Research NHote
No. D and conversicns of site index equations of other species to this
mwodel form were described in Research Note No. 11,

A. 3tructural Component Development

The height growth model uses five year change in total height 1in
feet as 1the dependent variable. The general form of the structural
component is the same as the DBH increment model

HG5 = (potential){competition factor)

In addition to the possible sample biases and estimation problems
previously discussed in conjunction with DBH increment models, the lack
of precision in estimating height growth has created some severe
problems in Jjudging the sdeguacy of any postulated model. All of the
measurements o¢f height growth have been derived from successive
differences in total height measurements taken on two occasions. In
general, measurement techniques involved chaining ground distances and
subsequently, using & hand held clinometer to measure total height. In
several instances, measurements were rounded to the nearest five feet
which 1is probably stretching the limit of accuracy of clinometers on
frees in excess of one hundred feet tall. Coupled with the fact that it
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is often difficult to even see the tops of trees in cosstal stands and,
once trees achieve heights of over 150 feet, height growth is roughly of
the same magnitude as the rounding fraction, it was not too suprising to
find that about 20% of the height growth mesurements were either
negative or over 2.5 times the rates indicated by site index curves.
However, it was the only date available. Another interesting item which
has confounded any direct attempt to derive estimates of vairiance
components is that on several plots, the majority of trees measured had
"negative" or extremely slow height growth or were =all "growing'
excessgively fast.

i. Height Growth Potentiel

Data inadequacies have prevented the use of technigues described
for DBH increment models in remedying possible sample biases. Hence, we
have assumed that growth patterns depicted by site curves are at leest
adequate in portraying the growth trajectories of dominants. W¥We further
presume, that given an age and site index, the "average" tree grows some
proportional amount of =2 comparable site tree. As age is not used in
this model, we adopt the following conventions:

(a) Our site index curves give total height in feet (HT} of
dominants as a function of site index (S) and breast high age
(BH4 ). Implicitly,

HT = £, (S, BHA)
{b) Manipulste the basic site index equation to express age as a
function of height and site index.
BHA = f,(S, HT)
{(¢) For each tree, we presume it is a dominant to ge* an
"estimated” breast high age (EBHA) by using its current height

and site index.

{d) If the tree were a dominant, its five yeer height growth
(DHGS) could be estimated as

DHGS = f,(S, EBHA + 5) - HT
As g whole, trees grow somewhat less than DHGS &and, and some point,
reductions in crown ratios begin to have have an impact on height

growth, the "potential™ portion of the height growth model has the form

dyDHG5/{1. + exp(-2.95 + ¢,CR)}

where
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CR = live crown ratio

d; = coefficients estimated by non-linesr regression

2. Height Growth Competiticn Factor

The height growth competition factor uses the same approximate form
as the DBH increment model only the density term in the exponent of the
logistic function is a single linear function of the canopy c¢losure at
66% of total tree height

17§11 + exp(ds + 440066)!

Estimation Summary

Parameter estimates and = statistical summary of the height growth
analysis are sheown in Table 9.

Table 9. Parzmeter estimaetes and a statistical summary
for the height growth model by species.

REDWOOD DOUGLAS FIR

4 1.0 1.19
& ~17.30 <19, 03
4 ~1.42 -1
dy . 61 . 51
R? .14 Y
?%éicent) .44 .39
sample 588 374

size
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Low RZ values are considered to be largely a reflection of
measurement error rather than a reflection of model inadequacy. In
addition to measurement problems, the estimation process was confounded
by an excessively lopsided sample: approximately 70% of the availeble
sample trees were dominants or codominants. Stratifying the sample by
crown class and developing separate estimates indicated the crown ratic
and density related parameters were fairly uniform (after taking into
account +the high degree of correlation between the parameter estimates)
With &ll other parsmeters fixed, the parameter d1 can be considered s
scaling factor to represent the growth rates of 8ll trees relative to
DHG5. The problem is that with most sample trees being dominants and
codominants, the estimate based on 21l sample trees was considered to be
biased upwards. Consequently, the following procedure was resorted to:

(&) The availsble sample, consisting of at most six trees per
species per plot, was used to estimate the coefficients in the
model. The observations were weighted by DHG5 to produce an
approximately homogeneous residual variance.

(b) On 37 plots for redwood and 26 for Douglas fir with at least
fifteen trees of the appropriate species, all of the trees had
been measured for height growth. Most of these +trees lacked
crown size measurements so they were estimasted with the models
previously described. For each plot, the provisional model
described in (a) above was used to predict height growth for
each tree, deviations were computed as =a percent, and the
average percent deviation for the entire plot was subsequently
eatimated.

(c} The grand average was then used to adjust the original
estimate of d1- The adjusted values are what are shown Table
9. The overall net effect of the adjustment was to reduce the
original estimates by about fifteen percent.

B. Calibration Factor Development

Development of height growth calibration models is analogous to
that of the DBH increment model. However, an added concern is that the
random variables in the height increment equation are probably not
independent of their counterparts in the DBH increment models. In order
to maintain ressonable relationships in the simulated height and DBH
distributions after several decades of projections, possible
dependencies must be maintained.

One possible strategy to account for these correlations in the
calibration model would be to develop a calibration equation for the
height growth models using procedures anelogous to those wused for the
DBH model. Simulataneous procedures could subsequently be employed
whereby the residusls from both equations could be utilized in
estimating parameters of some appropriste bivariate relationship. This
was not attempted as the height growth data is severely contaminated
with measurement errors. Including the measurement error as &
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proportional effect in the DBH model was considered reesomable for res-
sons described in Appendix II. In the case of the height increment
model however, measurement error tends to increase with tree height, and
growth tends to decrease. This condition plus the inordinate amount of
measurement error in height growth would prevent any reasonsble attempt
at covariance estimation. A second practical aspect however is that
when users of this system attempt to develop their own calibration fac-
tors, height increment will seldom be adequately observed. Most suxili-
ary data for celibration purposes will be in the form of tree and bplot
basel area growth. Consequently, height growth calibration models were
developed es conditional functions of the DBH model residuals.

1. Between Plot Height Growth Celibration Model

In this model, we presume that the plot effect for height growth =
linear function of the plot effect for DBH growth. Specifically,

ahik = :B(adik)

vhere 8hiy is the height growth plot effect and adik is the DBH growth

plot effect. Both of these variables are assumed to have means of zero.
Estimated mean plot devistions are unbiased but because they are esti-
mates of a random variable, unadjusted sampling variances are biased.
Consequently, lesst squares estimate of the parameter B using the

estimated mean plot values is biased. (The bias is due to an overesti-
mate of Gy /+ Ine bias can be reduced by increasing the number of sam-

ple trees on each plot. A theoretical adjustment was considered but it
was abandoned because of additional dates problems. Instead, medisn esti-
mators, as proposed by Wald (1940) was considered sppropriate. In this
method, the deta is ranked by the estimated mean plot deviation from the
DBH model. The deta is then divided into two groups with the median

being the point of separation. Subgroup meens are then computed as &gy
and éd2' Analogous height growth counterparts are apy and &y . p is

then estimsted as.

B = (Bpp - 8y1)/(3g2 - 841)

The coefficient:B was estimeted with two data sets:

(1) Predictions for height growth and CDS5 were made for each tree
used to develop the unedjusted height increment model. On
plots with six available sample trees, average deviations for
both models were teken to be estimates of height and DBH model
plot effects. These estimsates were centered +to the overall
sample mean deviation.

(2) The same procedure was followed with the plots used in adjust-
ing the height increment model.

Both data sets produced comparable results so they were pooled and
the subsequent estimate for B was .14 for redwood and .11 for Douglas

fir.
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2. Within Plot Height Growth Calibretion Model

In this development, residuals from beth height and DBH idincrement
models were expressed as deviations from estimated plet means. We

denote these estimates as fhijl and tdijl respectively. For each

species, a model of the form

Phyy = Bl 5)

was ugsed. A preliminary graphical and correlation analysis as well as a
general lack of theoretical guidelines indicated thet anything more than
a linear relationship would be stretching things & bit. Unlike the JSF
data subset, & sufficient number of trees with repested height growth
analysis were unavailable for analysis. Consegquently, with only single
paired measurements, we can only get an estimate of the combined tree
effect plus replication effect plus measurement error. Three possible
methods estimating the coefficient B were subsequently considered.

(1) Two-stage estimates. In this method, the within plot calibration
equation for the DBH increment model was used to predict bgjj which
was then used as an indepedent variable . This was done using
coefficients for the individual plot estimates as well as the
veighted "sverages” shown in table 7. The results were in genersl
poor as they indicated almost no significant relstionship between
height end DBH growth tree effects. We could conclude that there
wasn't any significant relationship and therefore that the height
and DBH increment model tree effects were independent. This wasn't
considered too tenable. As a2 plausible reason for the lack of
correlation, we might interpret the DBH calibration model as, for a
given height and crown ratio within a plot, the bigger the tree in
DBH {the smsller is the height-DBH ratioc), the bigger is the DBH
growth tree effect. However, for a given DBH and crown ratio, the
taller the trees (greater height-DBH ratio), the greater is the
height growth tree effect. In any event, this epproach was
abandoned.

(2) Least Sguares Adjustments. In this method,the estimsates of fhiil
were regressed on the estimstes of fdi'l for all plots combined for
the date set used in estimating the initial height growth mrodel.
Denote this estimste as [By1g- The limiting value to which this
estimate tends in probability %denoted es plim B, see Johnston,
1963) is

PLiz Bo g = COV(ty, 1), tdijl)/vaa(tdijl)

If we are willing to make the assumption that +the coveriances between
the height and DBH replication and megsurement effects are zero and all
of the random effects are identically distributed between plots, then

. 2.2 2
plim Boyg = COV(by,, by) /lopg +614" +6g3")

and the theoretical value of ﬁ is
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B = COV(by, bd)/o},d2
Hence, in the limit
plim By g =B/(1 + VR)
where
VR = (O'rd2+6gd2)/6'ad2
These results suggest the following estimate of B
$ = 1rB013(1 + VR)

where YR is estimated from variance estimates provided in Table 5.
Empirical results were as follows:

Redwood: B = (.251)(1+1.704) = .68

Douglas fir: B = (.098)(1+2.690)= .36

(3) Median Estimators. In this method, the plots used to adjust the
height growth model were utilized. Two separate sorting varaibles
were used in separate trials: tree diameter and tree height. The
median of each variable was used as a point of separation and
median estimators as previously described for the Dhetween plot
height growth calibration model were developed. For the diameter
sort, the estimates of @ were .54 for redwood and .30 for Douglsas
fir. For the height sort, the respective estimates were .62 and .37
respectively.

The last two methods of estimation, while being based on entirely
different data sets were suprisingly similer. Hence, we concluded that
estimates of the coefficient ﬁ of .65 for redwood and .35 for Douglas
were reasonable.

One lsst estimate that will be needed in the modifier construction
is an estimste of the variance of the within plot tree effects (&g, ).
The method used was dictated by the deta that were availeble.

We initially assume that the largest 20% of trees in DBH on sample
plots also represent the the upper 20% of the distribution of the height
growth tree effects. Becondly, we assume this distribution is normal.
Plotting of within plot residuvals indicated that this is & resscnable
assumption for Douglas fir. For redwood the distribution is somewhat
skewed and & gamma distribution might be more representative but
normality wes assumed for practical purposes.

For each species separately, each plot used to sdjust the height
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growth model was scorted on DBH and the mean value of residuals centered
to plot means was estimated for the largest 20% of the trees (HG20).
By integrating and manipulating the normal probability density function,
the following estimate of &y, can be obtained.

Sy = .2(sqrt(2n)(HG20)/epr(—1/2)(-842)}

Individual plot estimates were weighted by the number of trees measured
on the plot and averaged to form pooled estimates. The results were .19
for Douglas fir and .27 for redwood. After adjusting for differences in
reporting, the estimate for Douglas fir was very close to that estimated
by Mitchell (1975) for Douglas fir in the Northwest so is was concluded
that the estimates were reasonabile.

IX. CROWN RECESSICN MODELS

Crown length-crown ratio relationships play a major role in the DBH
and total height increment equstions. Consequently, crown recession
models are a fundamental component tc the model system, particularly
when yield predictions are being made feor several decades. To our
knowledge, there have been no direct attempts to develop crown change
models with the dependent variable being chenge in height to the crown
base. Other modelers have used indirect methods such as (1) assumed
branch mortality (Mitchell,1975); (2) estimating crown ratios from other
stand variables (Holdaway et.al.,1979, Daniels et.al.,1979) and (3)
developing crown length estimetors and partially differentiating the
equation so presumed change in crown length is a function of changes in
other variables such as tree height (Stage, 1974).

These attempts were probably motivated out of necessity as an
adequate data base on crown recession is almost universslly a scarce
commodity. Our attempts to wuse indirect methods in modelling this
aspect were absndoned because of ambiguities and inconsistencies in
application. For example, if the crown retio on individual +trees is
estimated as & function of stand density, a harvest wouldn't actually
result in an immediate effect on crown ratio of the residual trees but
the predictions would indicate it had. A direct attempt was made to
medel crown recession based on dsta derived solely from Jackson State
Forest CFI plots. A description is provided in Appendix I.

Modelling crown hase recession presents & challenge bhecause of
several reasonable but contradictory observations tha®t can be made:

i. In general, crown bases are much higher in dense stands than in
moderately stocked ones. Presummably then, crown recegsion rates
were much faster in the dense stands

2. Within stands, there is presummably a gradient of 1light
availability that decreases with height. Height to crown base in
intermediate and suppressed trees is wusually less than in the
dominant-codominant stand fraction. S0 it would seem that even
though the suppessed trees are under more 1light competiton which
would tend to Vbe positively correlated with the crown recession,
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actual change in height to the crown base is less for these trees
than the somewhat lesser light stressed dominants.

At the risk of oversimplification, we offer the following scenario
to provide a basis for model development. Trees with long crowns tend
to be more sensitive to 1light competition than trees with shorter
Crowns. The lowermost branches on long crowned +trees contribute
proportionately more to branch maintenance than to bole growth and do
not seem to be vital to the trees existence. In shaded conditions, net
photosynthesis in these branches may be negetive and consequently, they
are somewhat more dispensable than lowermost branches on short crown
trees. Trees that ere growing repidly in height also tend to have
faster rates of c¢rown recession. <Casual inspection of undisturbed
evenaged stands indicates & somewhat uniform crown base line through the
dominant-codominant stand portion. However, c¢rown Dbasis on the
noticably taller trees are somewhat higher even though the overall crown
length may be greater. Presummably, Taster growing regions of the tree
{particulerly those sbove the main canopy) use much more water at the
expense of supplying water to the lowermost ©branches. This mey
accentuate the crown base recession.

¥hile not being & totel biologicel representation, the following
model has been found to be adequate in practice.

CBG5 = [d{CL + dZHTG5}]/[1 * exP(d3+d4cchth)]

where

CBGS = five year change in height to crown base

CL = current crown length

HTGS = estimsted five year height growth

CChtep = eatimated canopy closure percent st the crown base.
di = coefficients estimated by non-linear regression.

An estimation synopsis of given in Table 10.



- 37 -

Table 10. Estimsted coefficients and summary statistics
for the crown recession model.

REDWOOD DOUGLAS FIR
d 119 . 138
d> . 128 . 279
3 -17.1 -6.59
dy 14.4 6.70
R .31 .51
Sy.x 2.7 2.9
(Teet)
gample size 357 108

X. SIMUATION INITIALIZATION AND PSEUDO-STCCHASTIC STRATEGIES

Tne previous description of the model system and parameter
estimates (coefficients and variances) provides the quantitative
material necessary for implementation of the tree growth system. This
section describes the current state of recommended operating procedures.

The modifier functicns wused in this system are intended to
represent unobserved factors which we <consider to be random in real
stands of trees. Without these functions (i.e., predictions of <{ree
growth are made with the structural models only) differentiation into
size classes is retarded and, most importantly, harvest responses tend
to be sluggish. Becondly, the form of the medifier functions provides
an analytical basis for incorporating actual past performance dsta in
calibration to a specific stand of frees.

At this stage in the development of this model system, we feel
there are a few important criteria that should be considered in the
development of the equation modifiers.

Replicability. If a given tree list entered is into this model system
and subsequent growth simulations are made, the resulis should be the
same if the same process 1is repeated in a different computer run.
Hence, while we attempt to incorporate random factors 1in stand
development, the assignment of random factors should have the element of

replicability. For lack of a Dbetter term, we refer f¢ this as a
"pseudo-stochastic” feature.
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Operational Efficiency. As noted earlier in +this report, & tripling
process is incorporated to approximate the distribution of <{he
unobserved tree effects in growth simulations. Esgentially, we are
attempting to mimic the Joint distribution of two correlated random
effects: the within plot random components of height and DBH growth. To
adequately saturate the bivariate probebility space would require much
more than a tripling of tree records. However, operational computer time
is directly releted to the number of tree records and 2 lag in response
time is somewhat annoying when the system is coperated in an interactive
mode, A more practical problem is that if the system is used to update
an entire irnventory, the resulting tree lists tend to ETOW
exponentially. Since storage and manipuletion of large data sets
represent a limitation on models of this type, improved methods of data
condensation should be investigated. Hence, our current procedure of
trebling the initisl tree list is a compromise that 1is still  Dbeing
investigated although preliminary tests indicate some degree of
adegquacy-

A. Initiglization Strategies

¥With no asctual information on plot or stand performance savailable,
the following proceures are used ags an initializeation vphase in
simulation.

(1) All trees in the initial tree list are assigned height and DBH
growth modifier value of "1". Mean height by species components
are determined, the between plot DBH and height cslibration factors
are computed, and the resulting estimstes are added to the current
modifier value.

(2) The within plot calibration models are then used to make
predictions of the DBH tree effects and subsequently used to
estimaste the height growth tree effects. These estimates are then
added to the current modifier value of each iree.

{(3) The within plot tree height growth effect estimates are then used
to estimate the amount of varietion acounted for by the height
growth calibration model. This estimste is then subtracted from
the estimate of the within plot height growth variance given in the
last paragraph of Section 8 to obtain an estimate of the
unaccount ed gor variation in the within plot height growth tree
effects (B'bh

(4) The tree 1ist is then tripled and the tree weight of each triplet
is reduced by 20%, 60%, and 20% respectively. Nothing further is
done to the tree DBH modifiers. The height growth modifier for the
trees receiving 60% of the originsl weight are also unaltered.
Relative to the current height grosth modifier wvalue, one tree
receiving 20% of the original weight is assigned =& "pseudo-
stochastic™ component of

Sy texp((-1/2)(.842) ] /(. 2)(sqrt(m))



- %9 -

which is the mean of the upper 20% of a ngrmally distributed random

variable with meen of O and variance &y, + nis value is added to
the current modifier of the tree. For Qhe other triplet member

receiving 20% of the weight, the value is subtracted.

While this procedure is somewhat simplistic, subsequent simulation
tests have indicated that the resulting stand differentiating
characteristics and harvest responses seem reasonable. Future snalysis
is Ybeing designed to provide a more objective evaluation of the
procedure.

X1.PRELIMINARY EVALUATION AND FUTURE PLANS

Currently the entire model system for redwood and Douglas fir has
been coded into an interactive computer program designated CRYPTOS.(see
Research Note 16). Extensive tests have indicated that the model systenm
performs quite reasonably for evenaged stands. A sample of possible
results that can be generated by the model system are documented in
Research Note 18, Since Research Note 18 was published, parts of this
model system were modified in light of a preliminary evaluation.

Preliminary validation studies have also begun where simulated
versus actual plot development aver periods of 20-35 years were
compared. At this stage, the rigor of these comparisons has been
limited to visual inspection. However, we feel that these initisl tests
have indicated a high degree of model predictability particularly in
mimicing the interactions of redwocod and Douglas fir in mixture.

In another experiment, the Douglas fir component of this system was
fested against results that were obtained in Washington (Chambers, 1980,
Wiley and Murray, 1974). The sytem vproduced consistent overestimates
when compared to the growth tables of Chambers by about 10% in bassa}
area and cubic foot volume. While zome degree of difference is expected
soley on the basis of different methodologies, Schumacher (1930) also
noted that Douglas fir in Califernia tended to be larger in DBH than in
Washington or Oregon. Temporarily reducing the structurzsl equation for
CDS5 by an amount necessary to replicate the ten yesr basal area growth
predictions of Chambers for the mean stand of his dats set! and
subsequently comparing our predictions with his over a wide range of
density and site classes indiczted a high degree of compliance. We feel
that the results from these comparisons =zupported our overall model
design ©becsuse the data for Douvuglas fir came almost exclusively from
mixed stands. Average plot composition of Douglas fir by basal ares was
about 35%.

Qur future plans are to develop some objective criteria for judging
the adequacy of the model system and to further test it against as much
historical data as is possible. In the course of this procedure, we

. Chambers models were for entire stands of natural Douglas fir.
Te convert his stand information into the necessary tree detaijl
needed to operate the CRYPTOS model, representative tree 1lists

were generated with the program GENR (Research Note No. 17)
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will also investigate several possible methods of calibrating the model
system to specific stands when scme prior growth data is available and
make appropriate recommendations to potentisl users.
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APPENDIX I

Preliminary Date Adjustments

In addition to the information described in Section Il which is
needed to drive the model system in applicstions, the plot sample data
used to develop the bssic growth models requires increment measurements
on tree DBH, total height, and height to the crown base. With the
exception of height to the crown base, this data set was acquired by
differencing repeated measurements on permanent plots or {for DBH
increment only) directly from increment cores after adjusting for short
term changes in bark thickness.

On most of the sample plots, total height and crown size
measurements were confined to a subsample. Trees that eventually became
data points in model development were selected from this subsample.

Use of the canopy cover vector to develop density measures required
that (at least) estimates of crown length and total height be available
for each tree on the sample plot at the initial measurement. To
accomplish this, several local height- DBH regression equations as well
as the "generalized” height-DBH equations {see Research lotes Nos. 8 and
12) were developed for each species on each plot. For each plot, each
locsl model was plotted against the actuwal data with the aid of an
interactive program on a computer terminal. Cne equation was
subsequently selected on a visual basis with the primary emphasis being
on reasonableness of predictions throughout the range of diameters on
the plot. For species represented by only a few trees on the subject
plot, +the +tree samples were merged with & more abundant species. The
same process was repeasted with & height to crown bese - total height
mcdel form.

Cn plots where the DBH increment measurements were made with
increment cores, no attempt was made to Dbackdate the stand to
reconstruct a plausible initial measurement. Rether, past five year tree
basal area growth was assumed to be equal to the next five year
increment.

No plots of any kind were used that had been harvested Dbetween
measurements. No plots were used that had measurement intervals less
than four or greater than eight years. Plots that had Deen messured
during the middle of the growing sesgsor were adjusted to get a
"biclogical growth interval™ on the basis of Jackson State growth study
(Bawcom et. al, 1961) This adjustment was applied to DBH growth only.
Most of the plots that reguired this adjustment were measured during the
summer months. Height growth for the year was presummed to be completed
by April. There were no sample plots in our data sets that had been
megsured during the mornths when annual height growth was presummed to be
occuring 80 no adjustments were necessary. For growth intervals that
were  not an even multiple of five years, the interval growth
megsurements were linearly adjusted to give an even five yesr growth
measurement .
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A maximum of six trees of a given species on any given plot were
gelected as sample trees. Trees were 1initially sorted by species,
ranked by DBH, and then given a selection priority:

1. Total height, DBH, crown length, DBH growth, and height growth were
measured.

2. Same as above only height growth wasn't measured.

3. Either total height and/or crown lengths were estimated in which
case the tree wasn'* used as a sample tree.

An attempt was subsequently made to select three trees below the median
IBH and three from above with trees of sampling priority 1 having
precedent over sampling priorities 2 or 3. If this wasn't possible, an
attempt was made to get either two or one tree from each side of the
median. If this wasn't possible, the plot was rejected for the species
being sampled.

Al]l of the direct measurements on crown recession are coarse and
limited to the Jackson State CFI plet set. Briefly, this data set is
composed of approximately 140 plots that have been measured every five
years since their establishment in 19%58-1960. At the initisl
measurement, approximately half of the trees on each plot were measured
for total height. A% every measurement, a vigor code (based partially
on crown ratio) was assigned to almost every tree on each plot. The
vigor code is for a range in crown ratios of about 10 to 20 percent. On
the last two remeasurements, some of these plots were subsampled for
total height and had either height to the crown base or actual crown
ratio's measured. Based on the last two measuréements, it wss found that
the correlstions between s&ctusl c¢rown ratios and the midpeint crown
ratio of egch vigor class was quite satisfactory. Subsequently, on only
those plots that had been subsampled for heights and crown ration on the
last two remeasurements, all vigor codes for all five remeasurements on
each tree were converted to crown ratio estimates. To each tree
sampled, the actual crown ratic messurements were also added =znd =
linear regression of c¢rown ratic on calendar year was estimated. On
trees with only two height measurements, height growth was assumed to be
linear over the total twenty year time interval. For trees with three
height measurements, & linear regression of height on calendar year was
estimated. Using both of the estimators, crown recession trends were
developed for sample trees.

APPENDIX I1.

ERROR MODEL SELECTION AND ESTIMATION SCENARIO

In general, most models that are analyzed by statistical methods
contain provisions for error components 23 & means to sccount for model

inexactness. While not being definitive, the form in which the error
components enter the model can be classified as 8) additive which is the

'wsual' assumption that is made; b) multiplicative in some or a2ll of the
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model coeffiicients in which case, the resulting model is referred to as
a random coefficient model; or c¢) some combination of a and b. The form
of the errror model postulsted in the main report {(as & multiplicative
factor) can be viewed as a constrained case of a random coefficient
regression model.

A. ERROR MODEL SELECTION

Initially, the decision tc express the form of the error term as =&
multiplicative factor was ©based on an analysis of residusls from
preliminary model forms. Subsequently, two possible decompositions of
the error term were tested with primary emphasis being placed on the DBH
increment model. Dats limitetions prevented comparable tests with the
height growth mrodel. With the definitions of the components given in
Table 4-a in Section IV, these models have the the folleowing forms:

Model A-1.

Uijy T 85 T Pij * P1t 8Py Y PRyt &ij

The "ap" end "bp' terms represent plot-period and  tree-period
interactions respectively. The sets Iai v {bi-g; ipll. ]anl,, Ibpiil}'
[gijll are agsumed to be independently distribited with zero meens “and
variances d, , ¢y , etc., respectively. Variances and covariances of any
two observations ;31 ui‘j‘l'] follow directly from these assumptions.

[y

Model A-2.

uijl = &5 * byy *rigy t 8iy

We make the seme assumptions as in A-1 only here, if pericdic effects
are insignificant, rjj) is a replication effect and the time period 1
can be viewed as arbitrary.

The primary purpose in analyzing these two models is twofold: 1) to
estimate plot and tree varisnce components and 2) to determine if
celendar periods are significant sources of variation. Some estimate of
the plot and +tree within plot variance terms are necessary to develop
modifier functions. With the benefit of hindsight, we feel that most of
the variation in the increment models (excluding the contribution of
measurement error) can be attributed to these two sources. If model A-1
seems appropriate which would indicate that sctual calendar periods are
significant source of variation, then efficiencies in estimation can be
made by recognizing this source. The data available for medelling was
collected for growth periods from 1952 to 1979, However, each potential
five yeer period was not equslly represented with most of the data being
collected in the late 60's and early 70's.

Autocorrelstions

It is gquite possible that the temporally sequenced random
components are not independent and thet some form of a serial
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correlation structure might be imposed on these components. It is known
that in linear models with relatively simple autocorrelation structures,
ordinary least 3squares estimation techniques produces unbiased but
inefficient parameter estimates'. However, variance estimates may be
biased which is of concern in this anslysis. Our analysis, described
below, indicates that periodic effects are negligasble, at lesst during
the period for which the growth data was collected. In Model A-2, it nmay
be that the successive "replication” (rijl) terms are not serially
independent. However, testing such a hypothesis was not sttempted
because for even weak tests, somewhere in the order of 10 to 15
succesive five year growth meassurements on each tree would be neccesary
and secondly, there is no way of partitioming out_ the effects of the
replication components from the measurement error®.

We feel however that one seriocus source of autocorrelation is an
artificisl one and attributable to the primary collection procedures
employed for most of the data: growth is estimeted as the difference
between ftwo successive tree measurements. If two successive growth
measurements are made on each tree (three tree mnmessurements are made)
then both growth estimetes have one tree measurement in common. If the
common tree measurement is "high", then the growth measurement error
component will be high for the first measurement and low for the second.
Some theoretical results are deteiled in Section C of this appendix.

Analysis of Periodic Effects

Two separate and somewhat unrelsted methods were utilized in
analyfzing the effects of celendar periods; one based on an analysis of
increment cores and the other based on the DBH increment model applied
to 8 data set consisting of multiple measurements on individual frees.

Increment core analysis of periodic effects

In the summer of 1977, a letitudinal transect was made across the
redwood forest +type in Mendocino County beginning at Fort Bragg and
ending in the vicinity of North Spur. Eight sampling locations vwere
selected; feour being on ridgetops or upper slopes and four on lower
slopes. Sampling locations were restricted to be in young growth forest
conditions that had been undisturbed by logging. At each location, four
dominant or codominant redwood and Douglas fir trees were selected and
25 year increment cores were extracted. Ring widths were measured with
a dendorchronometer and tree diameters for the 1last 26 years were
reconstructed. From each tree, five successive estimates of five yeer
change in tree diameter squared were subsequently computed. For each
species, the following model provided & basis for analysis:

1. See Maddala,G.S.,Econometrics, 1977; McGraw-Hill.

2., One direct way that this could be accomplished would be to,
say, have all of the sample plots measured at least two times dur-
ing the same day by different personnel. If this were done, then
the measurement component would be nested in the replications and
a partition could be accomplished. Practically however, it is un-
likely that anyone would voluntarily be willing to dc this.
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CDSSI]. = aoi + 81iT + a21T2 + Pl + eil i=1,N; 1=1,5

with the following side condition
§P1=O
where

CDS5;3 five year change in DBH squared for the ith yree during the y th
time period (1=1 for 1952-1957, 1=2 for 1957-1962,etc)

&ni tree specific parameters to be estimated

Py growth effect of period 1 {considered a fixed factor in this
analysis)

€51 random error term

T equal to "1"” for periecd one, "2" for period two, etc.

The principal hypothesis of interest here 1is whether the periodic
effects are significantly different from zero

Hyt P1 =0 for &l1] 1.

With respect to the DBR increment model described in Seection VII, the
model here is assumed to represent both the structural component and the
combined plot-tree random factors. The form is not totally equivalent
to the DBH increment model. However, it does provide 2 plausible basis
for analyizing periedic impacts and presummably becauvse of the
instruments and care made in the measurements, measurement error is
negligable. This model was analyzed two ways: 1) using observations as
they were recorded and 2) weighting each obgervation by a value
inversely proportional fo the average growth of the corresponding tree.
This later method was done in an effort to produce approximately equal

variances for each tree that were approximately proportional to
predictions.

To test the hypothesis, the ey; were agssumed to be identicsl and
independently distributed mnormal random variables. The model was
initially estimated as stated and subsequently without the P, terms. "F"
statistics were computed which turned cut to be less than one for both
methods and both species and al. species combined. Hence, we concluded
that periodic effects were not significant during the calendar interval
that the dats was collected. Expanding the model +to analyze the
effects of pericds in different locational and topographic settings
resulted in similar conclusions.

The reduced model without the periodic effects <can be wused to
provide independent estimates of the veriances of the replication
components(rijl) in the DBH increment model. Estimates of the variance
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from the reduced incremgnt core model with residuals expressed ss a
percent of predictions {6z ) is approximately equal to to the expression

2

6'r2/(1. + Gy o+ O‘b2)

in model A-2. In additive form, the estimates for déz were 110 for
redwood and 123 for Douglas fir. In proportionste form, the estimates
were .030 and .025 respectively.

DBH increment model analysis of perjodic effects

An independent deta set derived from the Jackson State Forest CFI
plot data (JSF data) was used extensively as a means of checking the
validity of assumptions and methods used in developing the DBH increment
models. Data sets were developad for both redwood and Dougles fir and
consisted of several plots with and equal number of trees of a given
species selected on each plot. Each tree  selected had two growth
measurements availazble(the calendar periocds were from the years 1960~
1965 and 1974-1979). While this plot series had been measured five
times, the middle measurements lacked total height measurements.
Secondly, any analysis based on successive growhth measurements would bhe
confounded by messurement error serial correlations previously
discussed.

In selecting candidate plots from this data set, those that had
been harvested during the first or terminal growth pericds were
discarded. In selecting trees on these plots, candidate trees had to
have all of the necessary explanatory variables wused in the DBH
increment model measured and had to be living at the last remessurement.
This condition was relaxed slightly for trees that had been measured for
height in 1960 and once again in 1979. Heights were 1linearly adjusted
between these two measurements to estimate heights in 1974, In
selecting trees from these plots, equal numbers of qualifying trees were
selected from sbove end below the median DBH. Sample sizes were based
on the scheme giving the maximum number of tree messurements under the
restriction that equal numbers of trees had to be selected from esch
plot. For redwood, this produced 53 plots with eight trees per plot and
for Douglas fir, 23 plots with six trees per plot.

& number of approaches were used in developing the DIBHR increment
equation. These are described 1in the following section. For the JSF
data set (which wesn't used in the estimation procedure) the resulting
model was used to make predictions of CDS5, the differences between
actual and predicted values were computed as a percent of predictions
and subsequently analyzed wusing & nested random component Tode].
Procedures for accomplishing this have been widely discussed ' and
basically invelve the following steps:

1. Scheffe (1959) describes the motivation for these types of
models and an excellent synthesis is given by Searle (1969?.
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'.) Partition the data in accordance with the parameter vector
asgsociated with each random component and obtain least square
estimates of the reduced model.

2.) For the "residual” sums of squares associated with each reduced
model derive an expression for its expected mean square in terms of
the variance components.

3.) Solve the resulting system of equations to obtain variance
estimates of each component.

2

4.) If tests of inference are to be made, Satterthwaite's® methods

could be utilized.

Both models A-1 and A-2 were analyzed in this manner, Tests of

inference were not tempted as the estimate of the variance of the
periodic component (& in model A-1 was c¢onsistently negetive or

accounted for less thin one percent of the total variation.

We concluded that calendar periods between 1952 and 1976 did not
account for a significant amount of variation in the DBH increment model
and that model A-2 would provide a ressonable basis for subseguent
anelyisis.

B. DBH INCREMENT MODEL - ANALYSIS AND PARAMETER ESTIMATION

As indicated in Section IV, it 1is hypothesized that <the random
components in the increment models &are correlated with some of the
explanatory varizsbles and consequently, direct applications of least
squares  estimstion  techniques  would result in Ybissed parasmeter
estimates. This concern has been a major focal point in model
development because ignoring the problem results in simuleted stand
yield estimates that are much lower in younger age <c¢lasses than all
other forms of evidence would indicste and much higher in older age
classes. Instead of the characteristic sigmoid or allometric shapes,
the resulting yield estimates {even basal area) tended to be somewhat
exponential with maximum periodic growth rates culminating at 70 to 8C
years for Douglas fir and somewhere past 100 years for redwood. Hence,
even without validation 1tests, +the entire system wasn't considered
believable. The rapid growth rates of coastal stands tended +to
accentuate the problem. Unfortunately, this hypothesis cannot be
analyzed by tests besed on residusls from the fitted models because by
construction (at least in linear models and by anslogy, in non-linear
models) they are uncorrelated with the explanatory variables.

In estimation, a two-step procedure suggested by Prais  and
Houthakker (1955), was utilized to obtsin approximate homogenous
residual variances: first the structural parameter vector was estimated
by ordinary least squares. The recipricols of corresponding predictions
from this model were then used as weights in & subsequent estimstion.

2. See F.E. Satterthwaite, "An approximate distributicn of esti-
mates of variance components” Biometrics Bull. 1946. V2, ppii0-114
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Usually, there was very little difference in the parameter estimetes
between the first and second estimation. Subseguent analysis of
residuals were made in proportionate form.

In estimating the DBH increment model

CDS544y deXd,Qd]i1 *ay * byt riyt 8131}

we feel that parameter estimates thst minimize the variance contribution
of the replication effect will produce the most appropriate model. Such
a model is "most” proportional to the growth trajectory of individual
trees. Ignoring measurement error, if a; * bjs; were known for each
sample tree, substituting these known values in the model and applying
direct least squares estimation to minimize the remaining residual sum
of sguares would result in a model with these properties. However, as
these terms &are unknown and by hypothesis, correlated with the
explanatory variables, different techniques are necesary to rproduce
unbiased parameter estimates. Possibilities  considered for
accomplishing this are as follows.

1.) After transformation so that the entire error component is
expressed as an additive term, taking differences in arbitrary
growth observations on the same tree would effectively purge the
combined tree and plot effects from the sample, as under the
assumptions we have made, these factors are constant for any given
tree. Unfortunately, the only dsta that is even marginally
sufficient for this method is restricted to the JSF CFI plot data
and would require discarding over 80% of the data bese. Moreover,
there is no apparent direct way to partition out the measurement
error components which indirect evidence indicates tends to
dominant this component.

2.) Another class of techniques that were considered are generally
known as "instrumental varisble” methods {see Maddala, 1976). In
situatiocns where the error terms are correlated with the
explanatory variables, the instrumental veriable technique is to
find some other variable correlated with the explanatory variable
yet uncorrelated with the error term and make some form of
substitution. While ©providing =a theoretical solution to the
problem, we haven't been able to conceive of any variables that
would reasonably satisfy the regquirements.

3,) A third method is sn ad hoc one we have developed and can be
classified es an “iterative search” technique. If the least
squares estimates are presumed biased and in our case, in a known
direction, then we can systematically search over the surrounding
parameter space and attempt to find one thet is "unbiased”.
Procedures and criterion for this are explained in the next
section.

4.) The 1last method considered 2and employed to some extent in
" estimation can be classed as & “data segregation" technique. If
gsome idea of the values of the plot and tree random components are
known, then +the data could be stratified into "random” classes.
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Effectively, we seek some variable that is highly correlated with
the combined ay * bjj term that can be incorporated into the model.
This method (which is a special form of an instrumental variable
technique) was also used as a form of evidence in analysis and will
be described in the following sections.

Search Methods

In the structural portion of the DBH increment model

CDS5 = (4;)(Ap)(A%)

where
ap = (d, + 4¢8)
Ay = 11 - expl{dpHT + ds(CL + mes)) 14
a5 = /10 + expldg + dg(CCgg + dq(CCyq - cc66))é8)%

aome or maybe all of the direct least squares estimates of the parame-
ters may be biased. Our thought wss that by systematically searching
through a parameter space in the vicinity of the direct least sgquares
estimates, some exogencus comparisons at each iteration could be applied
to indicate when en "unbiased" set of parameter estimates were obtained.
As a criterion, we assume that the model that produces the minimum
estimated replication variance is best. As most of the data contains
single measurements on individual +trees, there is no way to estimate
this from the dats used to develope the medel. Instead, the J3F data
sets were used and procedures previcusly described under the section on
analysis of periodic effects were used. Both error models were wused in
this an=lysis after the inclusion of a fixed factor to represent the the
mean deviatior of the data set. Emphasis was placed on model A-2 as =
primary check because periodic effects were considered insignificant.
Even with this data set, direct estimstes of the replication wvariance
component c¢ould not be obtained. After accounting for tree and plot
effects, expressions for expectations of the remaining mean square
(MSERG) involved both replication and measurement variance components.
However, if the messurement error is uncorrelated with everything else
and unaffected by different model parameters, then differences in MSERG
are a function of the replication variance estimetes only. Hence, =a
model that produces s minimum MSERG is an indication of the "best” set
of parameter estimates.

Intuitively (see figure 2 in Section IV) what we seek is & set of
parameters that result in greater predictions for small trees and lesser
cnes for big trees. Rather than making searches independent of the
data, we have employed a constrained procedure that still makes use of
the sample. In this procedure, the parameters d5—48 were set st their
direct least squares estimates'. An artificial constant (§) was

1. Initially, none of the parameters were fixed and iterative es-
timates were wmede for all of them., However, most of the differ-
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substituted for the parameter d4. In subsequent searches, different
values for the constant & were fixed, weighted two-step estimates for
the parameters d, - €3 were obtained, and MSERG estimated with the JSF
data subset. Minimum values of MSERG occured at values of & of 1.25 for
redwood snd 1.4 for Douglas fir. Ordinary least squares estimates were
about 1.7 and 5.4 respectively. Alse, in direct least squares estima-
tion, d» was insignificantly different from zero for redwood and signi-
ficant though negstive for Douglas fir. Operationally, if the contribu-
tion of current ecstimeted height growth is ignored, a zero growth pred-
iction results when the live crown ratio (CR) has the following value

CR = - dp/d5

Hence, the ordinary least squares estimates were not considered logical.
Iterative estimates indicated that the "zero growth"” crown ratio was
about 5% for redwood and 8% for Douglas fir which seems s priori plausi-
ble.

Using resulting parameter estimates as the Dbasic DBH increment
model essentially resulted in "more believable” simulated stand yield
estimates. PFurther, preliminary validation tests have indicated thsat
confoermance of the model +to actual plot growth is guite reasonsble.
However, the method is admittedly ad hoc, probably inefficient, and pro-
perties of the resulting statistics are unknown. We felt there might be
two different interpretations of the procedure: a) even though it was ad
hoc, it seemed to work well in practice and remedied some known problems
with the model; b) a1l of the results were an ertifact of the dsts and
we created more problems than we sclved. Consequently, s different
approach was attempted to see if it supported the method.

Deta Segregstion Methods

In this method, what is desired is some variable thet is correleted

ences in parameter estimates were accounted for in the coefficient
d7 and it resulted in estimates that were illogicsl. Cne in-
terpretetion of this parameter is that it represents part of a
system of weights for density indices at different proportions of
total tree height. Another interpreftetion is thsat in our sample,
the taller the tree, the greater the density difference between
proportionate amounts of tree height. Consequently, we felt that
the differences in this parameter estimate were an attempt of the
least squares algorithm to counter effect our manuval attempts +to
"bend” the regression surface. In other words, the initial res-
tricted parameter space wasn't restrictive enough. Deleting this
term snd having density effects be soley a function of the canopy
closure at 66% of tree height resulted in density relsted parame-
ters hardly chenging at 28l from their direct least squares values
in the subsequent iterations. Hence, the density parameters were
fixed.

1. In actusl operation of the model system, trees with crown ra-
tios smaller the the "zero growth" crown ratio were presumed not
to grow.
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with the unobserved plot and tree effects to be used &8s 8 basis for
stratifying the dsata. ¥hile not being perfect, tree crown class was
used and an alternative model was analyzed. This model was the same as
the DBH increment model only the term "1 + H(B)" was added as a multi-
plicative factor where w is a 1 by 3 vector having values

1,0,0! for dominants
0,1,0] for codominants
0,0,1] for intermediates

-1,—1,-1] for suppressed trees

and B is a 3 by 1 parameter vector to be estimated.

Results from refitting the model in this form were not directly
comparable to previous estimstes because not all trees or data sets had
crown class indices taken on potential sample +trees. Consequently &
different and somewhat smaller sample was used to analyze this alterna-
tive model form. We will denote the previous sample as 31 and this sam-
ple as S2. To make the comparisons ss simplistic as possible, th= den-
sity related parameters estimsted with 51 were fixed in this anlysis.

Besults for redwood in this analysis were similar to those obtained
with the iterative souluticen. The parameter d5 was 1.06 and the remsain-
ing paremeters were sufficiently close so that predictions from c¢rown
class analysis (without the parameters) and the iterative solution
were very similar. For Dougles fir, all of the parameter egtimates of ﬁ
were not significantly different from zero and the remaining parameter
estimetes were about the same as the ordinary least squares solution.
This result was subsequently attributed %0 the very high degiree of
linear correlation between crown class and height. Mostof the small
trees were suppressed and all of the larger ones were dominants. As one
last check, an attempt was made to redraw a sample that had equsal
numbers of <trees in each crown class in each possible 2% foot height
class for Douglas fir (The redwood sample was fairly balanced and this
analysis was not done for that species). This essentially resulted in =
sample with tree heights from 50-125 feet. Parameter estimates with
this sample were much more comparable with the iterative solution, the [E
parameters were significant, and the value of d5 was 1.54.

We interpreted these results as being supportive of the search
method oprevicusly described. Discrepancies between methods and data
sets were largely due to sample imbalances which were much more severe
for Douglas fir than redwood.

In summsry, the iterative approach was used as s basis for parame-
ter estimation because we could utilize & much lerger sample basis thean
the crown class segregation techniques. While the crown class parameter
estimstes were significant and resulted in a model with relatively more
precision, this approach was not pursued for several reasons: a) the
calibration models described in Section VII are intended to accomplish
the same thing &s adding s crown class variable to the structural por-
tion of the model; b) in practice, we are faced with a problem of tree
crown class changing over time; ¢) possible shifts in the mean of the
the distribution o¢f the combined tree and plot effects as trees get
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older are not totally eliminated and d) estimates of crown class are
somewhat subjective, inconsistent, and not totally independent of stand
conditions. Checks of plots with crown class estimates before and after
harvest operations indicated a substantial number of trees being reclas-
sified into higher crown classes. We concluded that these added prob-
lems would outweigh the potential benefits of this approsch.

4s one lest model adjustment, growth estimates were made on 2all
trees for 2 single measurement of all sample plots where truncation of
the LBH measurement limit was not severe enough to distort the sactusl
within ©plot =stecking. Missing measurements were estimeted by the pro-
cedures described in Appendix 1. The average percent deviation of all
trees on each plot was computed, and the plot averages were then aver-
aged. The resulting estimate was then used to adjust the coefficient
estimates of do ang d1. For redwood, the estimetes obteined by the
iterative method were reduced by 7%. For Douglas fir, the reduction was
16%. These adjusted estimates are given in Table 4 in Section 8.

C. THE MAGNITUDE OF MEASUREMERT ERROR

Possible measurement error contamination of the statistics gen-
erated in the development of increment models has been z major concern
in this study because 21l of cur indirect attempts to assess the magni-
tude of this factor indicate that it is a substantial source of varia-
tion. Direct assessment is impossible becsuse it would have required
all of the sample trees to be measured at least ftwice by different per-
sonnel .

As a means for assessing the effect of measurement error, we first
consider the DBH's on = single tree st three points in time (D1,D2»D3)-
Measurements on this tree (d1,62,d3) ere assumed to be made with error

w; and can be represented as

di=Di+wi
The following minimal set of assumptions ave made
1. Efay} = Dy

2 Wi IID(o,c-w2

)
3 E[Wi3] =0

The following results can subsequently be derived

Hence, the estimate of tree diameter squared is bhiased. The expected

value of a growth estimate of change in dismeter squared using using d,
and do is
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E(eps5,_y) = E[(63 + w2)2 = (4; + wy)2] = D,° - Dy°

which is unbiased. The variance of & growth estimate is

2 2

v[es5s_q] = E[ap° - 4, - Efdo® -a;°)]

- 8!(D22 + D;z)/zldgz

and the covariance between the two successive growth estimates due to
measurement error is

2 2 2 2

CV[(d32-d2 ). (827 - a17)} = 43 6y

or roughly one half the measurement error variance in absolute value.

2 .
As an attemEt to assess the magnitude of &, » &n experiment has
been run twice at the University of California involving students in the

undergraduate forest mensuration cless. In this experiment, students
were each assigned to measure DBH's on eight redwood trees from 11 to 47
inches in diameter. Instructions were designed to approximate field
instructions used in permanent plot measurement (measurements were made
with steel diameter tapes st & nail 4.5 feet off the ground). Sample

variagces were computed for each tree and were taken to be an estimate
of &,°" Results from the analysis of these data can be summarized as

follows:

1 No significant correlstions between tree size and ssmple variance
were found &t critical “alpha" levels of 0.1% or less.

2 Residuals sbout the sample mean of each tree tended to be leptokur-
tic with most of the variation conaistently due to one or two aber-
rant measurements.

> No evidence could be found to indicate individual students con-
sistently under or coverestimated DBH's.

4 Average gample variance over all all trees and 2ll experiments were
0.046 although the range was from 0.006 to 0,222 for individusl
trees. Average sasmple variances for the first run of the experi-
ment was 0.075 and the second was 0.0176.

5 These sample veriance estimates and the previcus tests are them-
selves somewhet bimsed and lacking in rigoer due to confessed colla-
boration among students in attempts to get the "right” measurements
even after emphasizing that there are no right measurements. How-
ever, it is currently the only available source of data that can be
used to assess the magnitude of measurement error.



In an effort to indicate rough orders of meagnitude, results from
the increment core analysis and the JSF dasta were analyzed for redwood
in an egdditive error components model. Average DBH of the increment
core trees and the JSF data for redwood were approximstely 20 inches.
For the JSF date, mean square error of the measurement error and repli-
cation components was about 380 square inches. From the increment core
analysis, an estimete of the replication veriance was 110 square inches.
Using & tree size of 20 inches, and s dismeter measurement variance of
.046, an estimate of the measurement error variance is 8{(20%)(0.046) =
150. square inches. Thus, measurement error variance ie sbout 50%
larger than the replication veriance although these results must be
viewed in terms of the leck of adjustments for heteroscedasticity and
the independent methods employed. 1In the redwood sample used to fit the
DBH increment model, the mean prediction was sbout 40 square inches. As
a proportion of this amount squared, the measurement variance is
150/(1600) = 0.09 From the increment analysis, the proportionste repli-
cation variance is about 0.03.

While only being indicative, these results suggest that measurement
error 1is significant source of variation in dats collected gs differ-
ences in tree measurements. We suspect that the relstive differences in
variation between replicetion effects and measurements in height growth
is substantially greater than that indicsted for DBH increment. Conse-
quently, in future refinements of modelling efforts of the type
described in this report, we strongly suggest thet =added care and alter-
pative methods of collecting data (3.e. stem snalysis) be given consid-
erable attention.





